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a b s t r a c t

We propose an algorithm based on the Method of Difference Potentials (MDP) for the
numerical solution of multiple scattering problems in three space dimensions. The prop-
agation of waves is assumed time-harmonic and governed by the Helmholtz equation.
The latter is approximated with 6th order accuracy on a Cartesian grid by means of a
compact finite difference scheme. The shape of the scatterers does not have to conform
to the discretization grid, yet the MDP enables the approximation with no loss of
accuracy. At the artificial outer boundary, which is spherical, the solution is terminated
by a 6th order Bayliss–Gunzburger–Turkel (BGT) radiation boundary condition. The
method enables efficient solution of a series of similar problems, for example, when
the incident field changes while everything else stays the same, or when the type of
the scattering changes (e.g., sound-soft vs. sound-hard) while the shape of the scatterer
remains the same.

© 2021 Elsevier B.V. All rights reserved.

1. Introduction

In this paper, we consider the computation of single-frequency wave scattering about multiple bodies in three-
imensional space (see Fig. 1). Such problems appear in several physical connections including electrodynamics [1] and
hotonics [2,3], especially in periodic media [4,5], see Martin [6] for further information. Because of interactions between
he scatterers, complex structures can appear in the field. This creates several computational difficulties. First, one may
equire a fine mesh to resolve these complex structures. Furthermore, in many applications the scatterers sit in an
nbounded medium, which computationally requires an artificial boundary condition. Again, because of the interaction
etween the bodies the artificial outer boundary may need to be relatively far from the bodies. Finally, if the bodies are
ighly separated a large grid is required. One approach is to use an integral equation formulation [6–9]. It results in large
onlocal matrices to invert and hence requires a very large computer memory. Even fast multipole methods are still very
xpensive especially in three dimensions. Hence, we will consider a field approach and employ a sixth order accurate
ompact finite difference scheme [10]. This scheme enables us to use a coarser grid for a similar accuracy which is of
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Fig. 1. Multiple scatterers in space illuminated by a plane wave.

utmost importance in three dimensions and especially for a problem with several bodies. Furthermore, the density of the
grid grows almost linearly, i.e., it scales as k7/6, where k is the spatial frequency (wavenumber), in contrast to lower order
ethods where the pollution effect demands that the grid grow considerably faster than linear with the frequency. To
ccount for the general shaped obstacles, we use the method of difference potentials (MDP) [11]. When combined with
cheme [10], the MDP allows us to achieve high order accuracy for non-conforming boundaries while still using only
imple structured grids such as Cartesian or spherical. Thus, the solution of the resultant linear system is efficient.
Our approach has several advantages compared to finite elements. First, it does not require any grid generation because

he MDP guarantees high order accuracy for non-conforming shapes, while the construction of a finite element curvilinear
rid about several bodies is nontrivial. In addition, our discretization [10] attains sixth order accuracy economically as it
eeps the number of unknowns to a minimum — one per grid node. In contrast, a high order finite element method
equires additional degrees of freedom and thus the linear system to be solved appears more difficult.

The problem we are solving is formulated on an unbounded region. There are two basic approaches to obtaining
finite difference or finite element solution for multiple scattering in this case. The first approach is to construct an
rtificial surface surrounding all the bodies and to solve the Helmholtz equation over the entire region with some artificial
oundary condition (ABC). This has the disadvantage that one grid needs to be constructed for all the obstacles which can
e expensive especially if the bodies are spaced far apart. Another approach which has been developed over the past few
ears is to surround each obstacle with its own ABC achieving a domain decomposition of the total problem. This assumes
hat the various bodies are far enough apart so that one can construct non-intersecting spheres (circles) about each body.
he ABC for each obstacle must allow outgoing waves from that obstacle without reflections but allow incoming waves
rom the other obstacles. Grote and Kirsch [12] developed such an approach using DtN as the nonreflecting boundary
ondition coupled with a second order finite difference scheme in polar coordinates for each scatterer. A key component
f work [12] is the propagation and transfer operators that supply the incoming field to a given artificial boundary from
ll other boundaries. It is these operators that render connections between individual subdomains across the white space
hat is not covered with the grid. They are constructed analytically using the Fourier–Hankel expansions. The resulting
olution is compared in [12] against a second order finite element solution inside one artificial boundary surrounding all
catterers. Additional similar approaches using a DtN map have been developed by Acosta and Villamizar [13] and by
in and Kim [14] who considered scattering in waveguides. Jiang and Zheng [15] used a domain decomposition with

ermination by a perfectly matched layer (PML) and a second order Lagrange finite element code. The domain is Cartesian
nd the obstacles are either cubes or L-shaped, which align with the grid. A similar approach is to use absorbing boundary
onditions directly on the scatterers — the so-called on-surface radiation conditions (OSRC), see, e.g., [16–18].
An extension of [12] to the time-dependent wave equation was later developed by Grote and Sim [19] using a local

BC for multiple obstacles. The local ABC is that of Bayliss and Turkel (BT) [20] as reconstructed by Hagstrom and
ariharan [21]. This expresses each term of the BT formula via a new auxiliary equation that involves a time derivative
nd a Laplacian along the outer sphere (Laplace–Beltrami operator in spherical coordinates). Grote and Sim then develop
solution in terms of spherical harmonics. Similarly to the propagation and transfer operators of [12], it is used to provide
he incoming wave due to the contributions of the other obstacles. In practice, they use a second order finite difference
cheme to solve the wave equation. They consider the case where the obstacles are spheres and use spherical coordinates
bout each separate obstacle.
In this study, we revert to the first approach and solve a single-frequency multiple scattering problem for the entire

omain containing all the obstacles. As opposed to a finite element approach of [12], we use only a Cartesian grid and so
ave no need to construct a grid that matches the embedded obstacles. Though our examples are spheres, they do not
2
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lign with the Cartesian grid and a more general shape can be accommodated as well. Also as opposed to the previously
entioned techniques, we use a sixth order accurate scheme (rather than second order scheme) and hence can use a
oarser grid to resolve the complex physics. Moreover, with the appropriate modifications to the finite difference scheme
ur approach can handle the variable speed of sound, while the propagation and transfer operators needed in the case of
eparate ABCs set for each individual scatterer require that the speed of sound be constant.
To account for the unbounded domain, we introduce a local absorbing boundary condition. In particular, we use that of

ayliss–Gunzburger–Turkel (BGT) [22]. Because of the need to reduce the grid domain and also the complex solution, we
se a sixth order BGT condition at the artificial outer surface. In its original formulation, the BGT condition is difficult to
mplement beyond the second order term. Hence, we shall use a reformulation given in [23] that easily allows higher order
erms of BGT in spherical coordinates. Thus, we combine a sixth order compact interior scheme with a sixth order BGT
perator at the outer boundary. Our choice of a local high order ABC rather than a PML at the artificial outer boundary
s motivated by the accuracy considerations. In the case of a PML, to attain the overall sixth order accuracy one must
iscretize with sixth order accuracy not only the Helmholtz equation inside the computational domain but also the more
omplicated governing equations inside the layer. The use of an ABC helps us avoid that.
The use of a high order BGT allows us to bring the outer artificial surface closer in. Since we are solving on the entire

D domain that surrounds all the scatterers, the required memory use is still substantial. This, however, is compensated
or by the versatility of the MDP. In particular, our code works with any boundary conditions on the obstacles, such
s soft, hard, Robin, or other, including different types on different scatterers. In doing so, the additional computational
ost for accommodating a different boundary condition (or a different incident field) is very small, provided that the
cattering geometry does not change so that the discrete Calderon’s operators in the framework of MDP can be computed
nce ahead of time. If desired, one can also use the approach of Grote and Sim [19] (translated to the frequency space)
nd replace their version of BT via Hagstrom–Hariharan [21] by our direct implementation of any higher order BGT in
pherical harmonics [23]. On the other hand, our approach that involves a sixth order BGT can also be modified so that
o solve only inside separate artificial boundaries surrounding individual scatterers. The MDP will still be used to allow
or non-conforming surfaces on regular grids and to account for various types of scattering surfaces, while transmission
perators based on spherical-Hankel expansions (similar to those of [12]) will be needed to transfer the information
etween different subdomains. This modification will be developed in the future.
To summarize, there are three main components of the proposed methodology: a sixth order accurate compact

cheme [10], the method of difference potentials [11], and a high order BGT boundary condition [23]. The key novel
ontribution of the current paper is that these three components are brought together to efficiently solve a class of
hallenging three-dimensional problems that appear in a variety of applications. Note that in [24], we have solved some
wo-dimensional multiple scattering problems that involved layered structures, but multiple scattering about disjoint
odies in three space dimensions has not been addressed in any of our previous work.
In Section 2, we formulate a 3D multiple scattering problem, followed by the solution based on the method of difference

otentials [11] in Section 3, and the numerical experiments in Section 4.

. Multiple scattering problem

We consider the scattering of a scalar monochromatic field about multiple smooth disjoint objects Ωq in R3, q =

1, . . . ,N . The scatterers Ωq may have arbitrary shape, although in the specific examples we analyze in the current work
all scatterers are spherical (see Fig. 2). In the frequency domain, the propagation of waves is governed by the Helmholtz
equation:

Lu ≡ ∆u + k2u = 0. (1)

Eq. (1) is to be solved on R3
\SN , where SN =

⋃N
q=1 Ωq is the union of all scatterers.

The problem is driven by the incident field u(inc), which can be a plane wave with wavenumber k propagating at a
given direction (specified by the angles ϑ and φ):

u(inc)
= eik(x cosϑ sinφ+y sinϑ sinφ+z cosφ). (2)

Alternatively, one can choose the incident field to be a spherical wave originating at x0 ̸∈ SN :

u(inc)(x ) =
eik(∥x−x0∥)

∥x − x0∥
. (3)

The overall solution u is the sum of the incident and scattered components: u(x ) = u(inc)(x ) + u(scat)(x ). It requires a
oundary condition on ∂SN =

⋃N
q=1 Γq, where Γq = ∂Ωq. For each individual Γq, q = 1, . . . ,N , the type of the boundary

condition, which is determined by the type of scattering, can be different.1 For soft scattering, u = 0 at the boundary,
which yields a Dirichlet boundary condition for the scattered field: u(scat)

⏐⏐
Γq = −u(inc)

⏐⏐
Γq . For hard scattering, the normal

derivative is zero at the boundary, ∂u
∂n

= 0, and a Neumann boundary transpires: ∂u(scat)
∂n

⏐⏐
Γq

= −
∂u(inc)

∂n

⏐⏐
Γq
. Robin (impedance)

1 One can have different types of scattering even on different parts of one and the same Γ .
q

3
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Fig. 2. Two spherical scatterers surrounded by a spherical artificial boundary.

oundary condition can be considered as well. To ensure uniqueness of the solution u, the scattered field u(scat) should
atisfy the Sommerfeld radiation condition at infinity:

∂u(scat)(x )
∂|x |

− iku(scat)(x ) = o
(

1
|x |

)
as |x | → ∞. (4)

.1. Truncation of the unbounded domain

In order to solve the problem (1)–(4) numerically, one truncates the original unbounded domain and introduces an
rtificial outer boundary. In our case, the outer boundary is a sphere of radius R0 (see Fig. 2) and the computational domain
s the ball

Ω0 = {(r, θ, ϕ)|r ⩽ R0, 0 ⩽ θ ⩽ π, 0 ⩽ ϕ < 2π}. (5)

e require that SN ⊂ Ω0. To approximate the Sommerfeld condition (4) on the sphere Γ0 ≡ ∂Ω0, we employ a 6th order
ayliss–Gunzburger–Turkel (BGT) ABC [22,23].
The BGT radiation conditions [22] are given in the form

Bmu
⏐⏐
r=R0

= 0, (6)

here the operators Bm are defined by the following recursive relations starting from B0 = I:

Bmu =

(
∂

∂r
− ik +

2m − 1
r

)
Bm−1u, m = 2, 3, . . . (7)

In our previous work [23], we replaced (7) with

Bmu = αm
∂u
∂r

+

⌊
m
2 ⌋∑

n=1

βm,n∆
n
θ,ϕu +

⌊
m−1
2 ⌋∑

n=1

γm,n∆
n
θ,ϕ

∂u
∂r

+

(
1
r

− ik
)

αmu, (8)

here ∆θ,ϕ is the Beltrami operator on the sphere (i.e., spherical part of the 3D Laplacian):

∆θ,ϕu =
1

sin θ

∂

∂θ

(
sin θ

∂u
∂θ

)
+

1
sin2 ϕ

∂2u
∂ϕ2 , (9)

and the coefficients are defined recursively:

αm =

(
1 +

2
r

(m − ikr − 1)
)

αm−1,

βm,1 =

(
1 +

1
r

(2m − ikr − 1)
)

βm−1,1 − γm−1,1k2 −
αm−1

r2
,

βm,n =

(
1 +

1
(2m − ikr − 1)

)
βm−1,n − γm−1,nk2 −

γm−1,n−1
2 , n > 1,
r r
4
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γm,n =

(
1 +

1
r

(2m − ikr − 3)
)

γm−1,n + βm−1,n,

subject to the initial conditions at m = 1: α1 = 1 and ∀n : β1,n =γ1,n = 0. The 6th order BGT used in the current work
is given explicitly by

B6u =

(
18
r5

−
6ik
r4

)
∆2

θ,ϕ

∂u
∂r

+

(
−

32ik3

r2
+

288k2

r3
+

708ik
r4

−
444
r5

)
∆θ,ϕ

∂u
∂r

+

(
−32ik5 +

480k4

r
+

2400ik3

r2
−

4800k2

r3
−

3600ik
r4

+
720
r5

)
∂u
∂r

−
1
r6

∆3
θ,ϕu

+

(
−

18k2

r4
−

108ik
r5

+
136
r6

)
∆2

θ,ϕu

+

(
−

48k4

r2
−

544ik3

r3
+

1980k2

r4
+

2664ik
r5

−
1044
r6

)
∆θ,ϕu

+

(
−32k6 −

512ik5

r
+

2880k4

r2
+

7200ik3

r3
−

8400k2

r4
−

4320ik
r5

+
720
r6

)
u.

(10)

e emphasize that the BGT radiation condition (6) with sixth order operator B6 of (10) still contains no radial derivatives
igher than first order; all high order derivatives contained in the Laplace–Beltrami operator ∆θ,ϕ and its powers are
angential. Therefore, we do not expect any issues with well-posedness when this boundary condition is applied to the
elmholtz equation, which is a second order elliptic PDE. The results of our computations reported in [23], as well as in
ection 4 of this paper, corroborate these expectations.

. Solution by the method of difference potentials

We are interested in solving equation (1) on the domain Ω = Ω0 \ SN . Using the method of difference potentials
MDP) [11], we reduce it to a system of operator equations on the boundaries Γq and ∂Ω0 that involves discrete
ounterparts to Calderon’s projections [25,26]. The discrete Calderon’s projections are computed with the help of a sixth
rder accurate compact finite difference scheme on a simple Cartesian grid. The boundary conditions on Γq, q = 1, . . . ,N ,

as well as the BGT radiation condition (6), (10) on the sphere ∂Ω0, are efficiently implemented in the framework of MDP
without having to approximate them on the grid.

3.1. Auxiliary problem

Consider an auxiliary domain Ω̃ ⊃ Ω0 shaped as a cube with side 2R1, R1 > R0 (see Fig. 3):

Ω̃ = [−R , R ] × [−R , R ] × [−R , R ]. (11)
1 1 1 1 1 1

5
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et N be a uniform Cartesian grid on Ω̃:

N =

⎧⎨⎩(xs, yt , zp)

⏐⏐⏐⏐⏐⏐
xs = shx, s = 0, . . . , S
yt = thy, t = 0, . . . , T
zp = phz, p = 0, . . . , P

⎫⎬⎭ . (12)

imilarly, let M ⊂ N be another Cartesian grid on Ω̃ that does not include the outermost nodes of N on the surface of
he cube (11):

M =

⎧⎨⎩(xs, yt , zp)

⏐⏐⏐⏐⏐⏐
xs = shx, s = 1, . . . , S − 1
yt = thy, t = 1, . . . , T − 1
zp = phz, p = 1, . . . , P − 1

⎫⎬⎭ . (13)

or simplicity, and with no loss of generality, we will assume that hx = hy = hz = h hereafter so that T = P = S. We
pproximate the Helmholtz equation (1) using a 6th order accurate compact equation-based finite difference scheme [27]:

L(h)u(h)
= 0, (14)

here u(h) is the discrete solution of the Helmholtz equation on the grid N of (12). In the interior nodes M ⊂ N, the
perator L(h) on the left-hand side of (14) is defined as follows:

L(h)u(h)
⏐⏐⏐(s,t,p)∈M =

(
Dxx + Dyy + Dzz

) (
1 +

k2h2

30

)
u(h)

+
h4

30
DxxDyyDzzu(h) (15)

+

(
1 −

k2h2

20

)
k2u(h)

+
h2

6

(
DxxDyy + DxxDzz + DyyDzz

) (
1 +

k2h2

15

)
u(h),

here

Dxxu(h)
=

us+1,t,p − 2us,t,p + us−1,t,p

h2

and similarly for the coordinate directions y and z. The finite difference Eqs. (14), (15) are supplemented by the boundary
conditions on the exterior surface N\M of the grid N. Specifically, in the coordinate directions y and z we set:

u(h)
⏐⏐⏐t=0 = u(h)

⏐⏐⏐t=S = u(h)
⏐⏐⏐p=0 = u(h)

⏐⏐⏐p=S = 0, (16)

.e., the solution is required to satisfy the zero Dirichlet boundary conditions at y = ±R1 and z = ±R1, see (11). In the
oordinate direction x, we set the complex impedance boundary conditions

ux + iku = 0, x = R1,

ux − iku = 0, x = −R1.
(17)

oundary conditions (17) are also commonly referred to as Sommerfeld-type radiation conditions (see, e.g., [28, Chapter
II, Section 3] or [29, Chapter 9, Section 9.3]). They guarantee uniqueness of the solution to the Helmholtz equation
ecause they shift the spectrum of the problem to the complex plane and as such, −k2 for k ∈ R may no longer be
n eigenvalue of the Laplacian. The discrete boundary conditions in the coordinate direction x approximate boundary
onditions (17) with sixth order accuracy [27, Section 3]:

uS+1,t,p + 2ikh
(
1 −

k2h2
6 +

k4h4
120

)
uS,t,p − uS−1,t,p

2h
= 0,

u1,t,p + 2ikh
(
1 −

k2h2
6 +

k4h4
120

)
u0,t,p − u−1,t,p

2h
= 0.

(18)

he ghost nodes (S + 1, t, p) and (−1, t, p) are eliminated from (18) by formally extending the finite difference
pproximation (14), (15) of the Helmholtz equation (1) all the way up to the boundaries x = ±R1, i.e., to the nodes (S, t, p)
nd (0, t, p). The resulting overall system of linear finite difference Eqs. (14), (15), (16), (18) has only the trivial solution,
ecause the complex impedance boundary conditions (17) prevent resonances at real frequencies k. Consequently, the
nhomogeneous finite difference equation [cf. equation (14)]

L(h)u(h)
= g (h), (19)

ubject to boundary conditions (16), (18) has a unique solution u(h) on the grid N of (12) for any right-hand side g (h)

efined on the grid M of (13). Henceforth, the system of finite difference Eqs. (16), (18), (19) will be referred to as the
iscrete auxiliary problem (AP). The inverse of L(h) with boundary conditions (16), (18) is called the discrete Green’s
perator G(h), so that the solution to the discrete AP is given by

u(h)
= G(h)g (h). (20)
6
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In this work, we are considering the Helmholtz equation (1) with k2 = const. Therefore, we can solve the discrete
P (16), (18), (19) by separation of variables. Since the solution u(h) satisfies the boundary conditions (16), it can be
epresented using the 2D discrete inverse sine Fourier transform:

us,t,p =
4
S2

S∑
m=0

S∑
n=0

ûs,m,n sin
mπ t
S

sin
nπp
S

, (21a)

here

ûs,m,n =

S∑
t=0

S∑
p=0

us,t,p sin
mπ t
S

sin
nπp
S

. (21b)

s the right-hand side g (h) is defined on the grid M of (13), it can be artificially complemented with zeros on N\M,
nd then representation (21) will apply to g (h) as well. Substituting representation (21a) for both u(h) and g (h) into
qs. (19), (15), applying (21b), and using orthogonality of the grid functions sin mπ t

S sin nπp
S , we obtain a system of disjoint

one-dimensional finite difference equations in the x direction for m = 1, . . . , S − 1 and n = 1, . . . , S − 1:(
Dxx + λ2

m + λ2
n

) (
1 +

k2h2

30

)
û·,m,n +

h4

30
λ2
mλ2

nDxxû·,m,n +

(
1 −

k2h2

20

)
k2û·,m,n (22)

+
h2

6

(
(λ2

m + λ2
n)Dxx + λ2

mλ2
n

) (
1 +

k2h2

15

)
û·,m,n = ĝ·,m,n,

here λ2
m = −

4
h2

sin2 mπ
2S . Each tridiagonal system (22) is solved using Thomas algorithm. Once all ûs,m,n have been

determined from (22), the solution u(h) is reconstructed with the help of (21a). The overall complexity of this solution
algorithm for the AP (16), (18), (19) is O(S3 ln S).

3.2. Difference potentials

We recall that the individual scatterers are denoted by Ωq, q = 1, . . . ,N , with their boundaries Γq = ∂Ωq, and the
common artificial outer boundary is denoted by Ω0 with the boundary Γ0 = ∂Ω0. Let us also denote the overall boundary
by Γ =

⋃N
q=0 Γq.

3.2.1. Grid boundary γ

Let m ∈ M be a node of the grid M of (13), and let Nm be the 3 × 3 × 3 stencil of the operator L(h) of (15) centered at
m. The domain Ω = Ω0 \ SN splits M into two disjoint subsets of nodes: M+

= M ∩ Ω and M−
= M\M+. Then, on the

grid N of (12) one can define another two subsets:

N+
=

⋃
m∈M+

Nm and N−
=

⋃
m∈M−

Nm. (23)

The intersection of N+ and N− is a fringe of grid nodes that straddles the continuous boundary Γ (see Fig. 4):

γ = N+
∩ N−. (24)

One can define γ in a slightly different yet equivalent way. For q = 0, 1, . . . ,N , consider M+
q = M ∩ Ωq and

M−
= M\M+

q . Accordingly,

N+

q =

⋃
m∈M+

q

Nm, N−

q =

⋃
m∈M−

q

Nm, and γq = N+

q ∩ N−

q . (25)

The overall grid boundary γ of (24) is γ =
⋃N

q=0 γq. It plays a fundamental role in the construction of our algorithm as the
main equation to solve will be formulated with respect to an unknown grid function on γ , see Theorem 1 and Eq. (28).
Once determined, this grid function on γ yields the density of a difference potential that reconstructs the solution on the
entire grid set N+.

3.2.2. Discrete boundary equation with projection (BEP)
Let ξγ be a grid function defined on γ of (24). One extends it by zeros to the entire grid N:

w(h)
⏐⏐⏐(s,t,p) =

{
ξγ , (s, t, p) ∈ γ ,
0, (s, t, p) ∈ N \ γ .

7
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Fig. 4. Cross-sections of the grid boundary γ defined by (24).

The discrete trace operator is the restriction of a function v(h) defined on N to the grid boundary γ , i.e. Tr (h)
γ v(h)

= v(h)
⏐⏐⏐γ .

Clearly, Tr (h)
γ w(h)

= ξγ . The difference potential with density ξγ is defined on the grid N+ of (23):

PN+ξγ
def
= G(h)

(
L(h)w(h)

⏐⏐⏐M−

)
, (26)

where G(h) is the discrete Green’s operator (20). In other words, the potential PN+ξγ of (26) is the solution on N+ of the
discrete AP (16), (18), (19) driven by the source term:

g (h)
⏐⏐⏐(s,t,p) =

{
L(h)w(h)

⏐⏐⏐(s,t,p), (s, t, p) ∈ M−,

0, (s, t, p) ∈ M+.

The potential PN+ξγ solves the homogeneous difference equation (14) on M+: L(h)PN+ξγ = 0
⏐⏐
M+ .

The discrete boundary projection is the trace Tr (h)
γ of the difference potential (26):

Pγ ξγ
def
= Tr (h)

γ PN+ξγ = Tr (h)
γ G(h)

(
L(h)ξγ

⏐⏐⏐
M−

)
. (27)

Theorem 1. A grid function u(h) defined on N+ is a solution to the discrete homogeneous equation (14) on M+ if and only if
its trace Tr (h)

γ u(h)
= ξγ satisfies the discrete boundary equation with projection (BEP) on γ :

Pγ ξγ = ξγ . (28)
8
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The proof of Theorem 1 can be found in [11]. The BEP (28) is the key equation to be solved. If it holds, then the solution
u(h) of (14) is reconstructed in the form of the difference potential (26).

The difference potential (26) approximates the continuous solution u(scat) to the scattering problem (1)–(4) provided
hat the discrete density ξγ is related to the boundary data of u(scat) on Γ (Dirichlet and Neumann) via the extension
perator introduced in Section 3.2.3.

.2.3. Extension operator
Hereafter, we assume that the grid is sufficiently fine so that γq1 ∩ γq2 = ∅ if q1 ̸= q2, see (25). Since in this work all

omains Ωq, q = 0, . . . ,N , are spherical, we can associate local spherical coordinates (r, θ, ϕ) with each of them so that
he origin r = 0 is at the center of a given Ωq. Denote the spherical Helmholtz operator in these coordinates by Lq:

Lqu =
∂2u
∂r2

+
2
r

∂u
∂r

+
∆θ,ϕu
r2

+ k2u, (29)

here ∆θ,ϕ is defined by (9). Equation-based differentiation of a given function u is differentiation under the assumption
that u satisfies the Helmholtz equation (1) or, equivalently, equation Lqu = 0.

Let Aqu
def
= Lqu − urr , where Lq is given by (29). As Lqu = 0, for the second derivative w.r.t. r we can write:

urr = −Aqu ≡ −
2
r

∂u
∂r −

∆θ,ϕu
r2

− k2u. Higher order derivatives w.r.t. r can be obtained by differentiating Aqu:

∂ ju
∂r j

= −
∂ j−2

{
Aqu

}
∂r j−2 . (30)

rom (30), it is clear that the second radial derivative ∂2u
∂r2

depends only on u and ∂u
∂r (and tangential derivatives via the

eltrami operator ∆θ,ϕ). The third derivative ∂3u
∂r3

, which corresponds to j = 3 in formula (30), depends on u, ∂u
∂r , and

∂2u
∂r2

,
but substituting ∂2u

∂r2
from the previous case j = 2, we see that ∂3u

∂r3
also depends only on u and ∂u

∂r . By continuing the
differentiation and recursive substitution, we realize that all ∂nu

∂rn depend only on u and ∂u
∂r as well.

Let the grid point d ∈ γq, see (25), have coordinates (r, θ, ϕ) in the spherical system associated with Ωq. The point
d0 = (rq, θ, ϕ) ∈ Γq is the closest point to d on the sphere Γq of radius rq. In general, d0 ̸∈ N. Let ρ = r − rq be the
distance (with sign) between d and d0. Let ξΓq =

(
u, ∂u

∂r

)⏐⏐
Γq

represent the Dirichlet and Neumann boundary data of u on
the surface Γq. The equation-based extension operator from the continuous boundary Γq to the discrete boundary γq is
defined point-wise. For every d ∈ γq, it is given by the Taylor’s formula of order J centered at d0 ∈ Γq:

Ex q ξΓq

⏐⏐⏐
d

def
= u +

∂u
∂r

ρ −

J∑
j=2

ρ j

j!
∂ j−2

{
Aqu

}
∂r j−2

⏐⏐⏐⏐
d0

. (31)

or the entire γq, we will write:

ξγq = Ex q ξΓq , (32)

ssuming that for each individual node d ∈ γq the extension is obtained with the help of (31). As formula (31) is O(ρ J+1)
ccurate, then ξγq of (32) will converge to u

⏐⏐
γq

with the rate O(hJ+1).
Moreover, the right-hand side of (31) depends only on u, ∂u

∂r , and their tangential derivatives at the point d0 (see the
discussion after equation (30)). Consequently, the same is true regarding the right-hand side of (32). Therefore, we can
consider a general sufficiently smooth vector function ξΓq = (ξ q

0 , ξ
q
1 ) on Γq, not necessarily the trace of a solution u

to Eq. (1), and formally apply the extension operator Ex q to it. Indeed, the right-hand side of (32) will depend only on ξ
q
0 ,

ξ
q
1 , their derivatives with respect to θ and ϕ, as well as rq and the individual distances ρ for all nodes in γq. In particular,
to compute the projection Pγ given by (27) in the form of a matrix, we will need to be able to apply the extension
operator (31), (32) to spherical harmonics: ξ0(θ, ϕ) = Ym

ℓ (θ, ϕ) and ξ1(θ, ϕ) = Ym′

ℓ′ (θ, ϕ), see Section 3.2.4. Since Ym
ℓ are

eigenfunctions of the Beltrami operator, ∆θ,ϕYm
ℓ = −ℓ(ℓ + 1)Ym

ℓ , for (ξ q
0 , ξ

q
1 ) = (Ym

ℓ , Ym′

ℓ′ ) formula (32) can be recast as

ξγq = Aξ
q
0 + Bξ q

1 ,

where

A =1 −
ρ6ℓ3(ℓ + 1)3

720r6
+ (ℓ(ℓ + 1))2

ρ4

120

(
ρ2k2

2r4
−

59ρ2
− 36ρr + 15r2

3r6

)
+

ρ2ℓ(ℓ + 1)
120

(
ρ4k4

2r2
−

ρ2k2
(
21ρ2

− 16ρr + 10r2
)

r4
+

100ρ4
− 96ρ3r + 90ρ2r2 − 80ρr3 + 60r4

r6

)

−
ρ2k2

720

(
ρ4k4 −

6ρ2k2
(
4ρ2

− 4ρr + 5r2
)

r2
+

240ρ(ρ − r)
(
ρ2

+ r2
)

r4
+ 360

)

9
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a
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nd

B =
(r − ρ) ρ5k4

120r
−

(r − ρ)
(
ρ2

+ r2
)
ρ3k2

6r3
+

(ℓ′(ℓ′
+ 1))2 (r − 3ρ) ρ5

120r5

+
−rρ6

+ r2ρ5
− r3ρ4

+ r4ρ3
− r5ρ2

+ r6ρ
r6

+ℓ′(ℓ′
+ 1)

ρ3

60r3

(
37ρ3

− 29ρ2r + 20ρr2 − 10r3

r2
+ ρ2k2(r − 2ρ)

)
.

iven that Γ =
⋃N

q=0 Γq, we introduce

ξΓ =
(
ξΓ0

, ξΓ1
, . . . , ξΓN

)
nd obtain the overall extension operator from Γ to γ =

⋃N
q=0 γq as juxtaposition of individual Ex q:

ξγ = ExξΓ =
(
ξγ0 , ξγ1 , . . . , ξγN

)
=
(
Ex0ξΓ0

,Ex1ξΓ1
, . . . ,ExNξΓN

)
. (33)

The choice of J in formula (31) is of central importance for the approximation of the continuous solution by the
difference potential (26). As proved by Reznik [30,31] (see also [11, Part III, Section 1.4]), if ξΓ =

(
u(scat), ∂u(scat)

∂r

)⏐⏐
Γ

and ξγ = ExξΓ , see (33), then choosing J equal to the sum of the order of accuracy of the scheme plus the order
of the differential equation that is being approximated, guarantees that the difference potential PN+γ will converge to
u(scat)

⏐⏐
N+ with the design rate of the scheme. For the sixth order accurate scheme (14), (15), and the Helmholtz equation

(1) that is second order, one should therefore choose J = 8 for sixth order convergence. It has, however, been repeatedly
observed [23,32–34] that in practice a lower value of J is sufficient for guaranteeing the design rate of convergence. In
the simulations of Section 4, we take J = 6 and still observe the O(h6) convergence of the difference potential (26) to the
continuous solution.

3.2.4. Boundary equations
Since the difference potential approximates the discrete solution to the Helmholtz equation on the grid as long as its

density is obtained as extension of the boundary data of the continuous solution, we will be looking for ξΓ such that
ExξΓ satisfies the BEP (28), see Theorem 1.

Taking ξΓq = (ξ q
0 , ξ

q
1 ) as in Section 3.2.3, we expand each ξ q

σ , σ = 0, 1, q = 1, . . . ,N , with respect to spherical
harmonics:

ξ q
σ (θ, ϕ) =

Lq∑
ℓ=0

ℓ∑
m=−ℓ

c(σ ,q)
ℓm Ym

ℓ (θ, ϕ). (34)

For a smooth ξ q
σ on the sphere, its expansion with respect to spherical harmonics converges rapidly. Hence, truncation at

even moderate values of Lq in formula (34) already guarantees sufficient accuracy. The specific values of Lq that we have
used in our simulations are provided in Section 4. The coefficients c(σ ,q)

ℓm of expansion (34), σ = 0, 1, q = 1, . . . ,N , will
eventually become the unknowns that we will be solving the BEP (28) for.

In the space of two-dimensional vector functions ξΓq on Γq, introduce a basis of spherical harmonics:

ψ
(0,q)
ℓm = (Ym

ℓ , 0), ψ
(1,q)
ℓm = (0, Ym

ℓ ),
ℓ = 0, . . . , Lq, m = −ℓ, . . . , 0, . . . , ℓ.

(35)

Then, using (34) and (35), we can write:

ξΓq =

Lq∑
ℓ=0

ℓ∑
m=−ℓ

c(0,q)ℓm ψ
(0,q)
ℓm +

Lq∑
ℓ=0

ℓ∑
m=−ℓ

c(1,q)ℓm ψ
(1,q)
ℓm . (36)

Applying the extension operator (31), (32) to ξΓq in the form (36), we have:

ξγq = Ex qξΓq =

Lq∑
ℓ=0

ℓ∑
m=−ℓ

c(0,q)ℓm Ex qψ
(0,q)
ℓm +

Lq∑
ℓ=0

ℓ∑
m=−ℓ

c(1,q)ℓm Ex qψ
(1,q)
ℓm , (37)

and according to (33),

ξγ =
(
ξγ0 , ξγ1 , . . . , ξγN

)
, (38)

where ξ , q = 0, . . . ,N , are given by (37).
γq

10
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For future convenience, let us introduce the grid functions ξ̃γq , q = 0, . . . ,N , each defined on the entire grid boundary
=
⋃N

q=0 γq, such that

ξ̃γq =

{
ξγq , on γq,

0, on γ \γq.
(39)

hen, instead of (38) we can write:

ξγ =

∑
q

ξ̃γq . (40)

ubstituting (40) into the BEP (28) and taking into account (37), we obtain a system of linear algebraic equations with
espect to the coefficients c(0,q)ℓm and c(1,q)ℓm of the expansion (36). Indeed, first we write:∑

q

(Pγ − Iγ )  
def
=Qγ

ξ̃γq = 0. (41)

hen, using representation (37), from (41) we have:

∑
q

( Lq∑
ℓ=0

ℓ∑
m=−ℓ

c(0,q)ℓm Qγ Ẽx qψ
(0,q)
ℓm +

Lq∑
ℓ=0

ℓ∑
m=−ℓ

c(1,q)ℓm Qγ Ẽx qψ
(1,q)
ℓm

)
= 0, (42)

here similarly to (39), the operator Ẽx q yields a grid function on the entire γ :

Ẽx qψ
(σ ,q)
ℓm =

{
Ex qψ

(σ ,q)
ℓm , on γq,

0, on γ \γq,
σ = 0, 1. (43)

Each Qγ Ẽx qψ
(0,q)
ℓm and Qγ Ẽx qψ

(1,q)
ℓm in Eq. (42) is a grid function on γ . It is obtained by applying the projection

γ ≡ Pγ − Iγ to the corresponding density (43). The application of Qγ requires solving the AP, see Section 3.1. For
he chosen basis (35), all Qγ Ẽx qψ

(0,q)
ℓm and Qγ Ẽx qψ

(1,q)
ℓm can be pre-computed and subsequently considered known. Then,

q. (42) becomes a linear system for c(0,q)ℓm and c(1,q)ℓm . It has L ≡ 2
∑

q(1 + Lq)2 unknowns and as many equations as the
umber of nodes in the overall grid boundary γ , see (24) or (25); we will denote this number |γ |.
As the BEP (28) is equivalent to the Helmholtz equation (1) discretized using the scheme (14), (15) on the grid N+ of

23) (see Theorem 1), the resulting system (42) provides a discrete approximation the Helmholtz equation (1) reduced to
he continuous boundary Γ .

Note that, the pre-computation of the vectors Qγ Ẽx qψ
(0,q)
ℓm and Qγ Ẽx qψ

(1,q)
ℓm is the most computationally intensive part

f the entire algorithm. Its actual runtime cost is still affordable though because each of these vectors requires solving the
ame AP (Section 3.1) where only the right-hand side changes. Moreover, as the right-hand sides are independent, the
olution is easily parallelizable. Another important consideration is that the vectors Qγ Ẽx qψ

(0,q)
ℓm and Qγ Ẽx qψ

(1,q)
ℓm need

to be computed only once ahead of time. After that, a broad range of scattering problems that involve various incident
fields and various types of scattering on the surface (sound-soft, sound-hard, etc.) can be solved at a low individual cost
per problem with no need to recompute Qγ Ẽx qψ

(0,q)
ℓm and Qγ Ẽx qψ

(1,q)
ℓm (see Section 3.2.6 for further detail).

3.2.5. Boundary conditions
System (42) needs to be supplemented by the boundary conditions on Γ , which consist of the physical boundary

conditions on Γq, q = 1, . . . ,N , and the BGT radiation condition on Γ0. A key advantage of the MDP is that since the
unknowns in system (42) are coefficients of the expansion (36) at the boundary Γ , the boundary conditions never need to
be approximated on the grid. Indeed, a boundary condition for the Helmholtz equation is a relation between the solution,
its first normal derivative, and, maybe, some tangential derivatives, at the boundary. Any such relation can be easily
recast as a relation between the coefficients c(0,q)ℓm and c(1,q)ℓm of expansion (36), which pertains only to the boundary and
does not involve any approximation on the volumetric grid. As expansion (36) is finite, a representation of the boundary
condition via the coefficients c(0,q)ℓm and c(1,q)ℓm will not be exact, but will have spectral accuracy independent of the grid
ize. A component of the algorithm that does depend on the grid though is system (42), which enforces the governing
elmholtz equation itself. This system has the same unknowns c(0,q)ℓm and c(1,q)ℓm , but is derived from the discrete BEP (28)
n the grid boundary γ .
The BGT radiation condition B6u = 0, see (10), is a relation between u, its tangential derivatives in ∆θ,ϕu, and ∂u

∂r at the
artificial outer boundary Γ0. Substituting ξ 0

0 for u and ξ 0
1 for ∂u

∂r in the form (34) under the operator B6, taking into account
hat ∆ Ym

= −ℓ(ℓ+1)Ym, and using the orthogonality of the spherical harmonics Ym, we recast the boundary condition
θ,ϕ ℓ ℓ ℓ

11
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k

d

6u = 0 as a system of linear equations with respect to the coefficients c(0,0)ℓm and c(1,0)ℓm , ℓ = 0, . . . , L0, m = −ℓ, . . . , ℓ:(
18
R5
0

−
6ik
R4
0

)
(ℓ(ℓ + 1))2c(1,0)ℓm −

(
−

32ik3

R2
0

+
288k2

R3
0

+
708ik
R4
0

−
444
R5
0

)
(ℓ(ℓ + 1))c(1,0)ℓm

+

(
−32ik5 +

480k4

R0
+

2400ik3

R2
0

−
4800k2

R3
0

−
3600ik

R4
0

+
720
R5
0

)
c(1,0)ℓm

+
1
R6
0
(ℓ(ℓ + 1))3c(0,0)ℓm +

(
−

18k2

R4
0

−
108ik
R5
0

+
136
R6
0

)
(ℓ(ℓ + 1))2c(0,0)ℓm

−

(
−

48k4

R2
0

−
544ik3

R3
0

+
1980k2

R4
0

+
2664ik

R5
0

−
1044
R6
0

)
(ℓ(ℓ + 1))c(0,0)ℓm

+

(
−32k6 −

512ik5

R0
+

2880k4

R2
0

+
7200ik3

R3
0

−
8400k2

R4
0

−
4320ik

R5
0

+
720
R6
0

)
c(0,0)ℓm = 0,

(44)

where R0 is the radius of the sphere Γ0. The boundary conditions on Γq for q = 1, . . . ,N become:

ξ
q
0 = −u(inc), if Ωq is a sound-soft body, (45a)

or

ξ
q
1 = −

∂u(inc)

∂nq
, if Ωq is a sound-hard body, (45b)

where ∂
∂nq

is the normal derivative on Γq. The Dirichlet boundary condition (45a) implies that the coefficients c(0,q)ℓm for

= 0, . . . , Lq, m = −ℓ, . . . , ℓ are known:

c(0,q)ℓm = −

∫ 2π

0

∫ π

0
u(inc)(θ, ϕ)Ym

ℓ (θ, ϕ) sin θdθdϕ. (46a)

Similarly, the Neumann boundary condition (45b) implies that the coefficients c(1,q)ℓm for ℓ = 0, . . . , Lq, m = −ℓ, . . . , ℓ are
nown:

c(1,q)ℓm = −

∫ 2π

0

∫ π

0

∂u(inc)

∂nq
(θ, ϕ)Ym

ℓ (θ, ϕ) sin θdθdϕ. (46b)

In our simulations (see Section 4), for each scatterer Ωq we use either Eqs. (46a) or Eqs. (46b). For the implementation
of Robin boundary conditions, see [35,36]. In fact, any well-posed boundary condition for the second order differential
equation (1) can be formulated as a relation between u and ∂u

∂n
on Γq, q = 1, . . . ,N (maybe, nonlocal). Hence, it can be

reduced to linear algebraic equations with respect to c(0,q)ℓm and c(1,q)ℓm .
Eqs. (44) and (46) supplement the main linear system (42). The combined system (42), (44), (46) is to be solved with

respect to the remaining unknown coefficients c(0,q)ℓm and c(1,q)ℓm . After that, the density ξγ of the difference potential (26) is
reconstructed with the help of (37), (38) and the discrete solution on the grid N+ is obtained in the form u(h)

= PN+γ ξγ .

3.2.6. Solution of the linear system
The dimension of system (42) is |γ | × L, where L = 2

∑
q(1 + Lq)2. To put this system together, one needs to solve

one discrete AP (16), (18), (19) per unknown (see Section 3.1), i.e., L discrete APs altogether.2 There are 2(1 + L0)2 more
equations in (44), yet these equations do not bring any extra unknowns. Moreover, it is easy to eliminate c(1,0)ℓm from (44),
i.e., express it via c(0,0)ℓm for each pair of values (ℓ,m) (or the other way around), and then substitute into (42). Hence,
Eqs. (44) do not need to be considered as additional equations for (42). Relations (46) do not need to be interpreted as
additional linear equations either. These equations are trivial and it is easier to substitute the known coefficients (46a)
or (46b) into (42). This will make Eqs. (42) inhomogeneous and further reduce the overall number of unknowns. Since
one set of coefficients (46a) or (46b) is known per scatterer q = 1, . . . ,N , and one set of coefficients is expressed via the
other for q = 0, the remaining number of unknowns in the system is L′

=
∑N

q=0(1 + Lq)2 = L/2.
The dimensions Lq in (35) are typically low. Consequently, for all sufficiently fine grids the resulting linear system of

dimension |γ | × L′ is overdetermined and needs to be solved in the sense of least squares (often, |γ | ≫ L′). However, as
long as the original scattering problem (1)–(4) has a unique solution, the value of the minimum obtained by least squares
will be zero within the accuracy of the finite difference approximation, i.e., O(h6).

Let us write the system to be solved by least squares as

Ac = f ,

2 In fact, due to symmetries one can solve fewer discrete APs than the total number of basis functions in (35) for all q, see [37, Section 5.1] for
etail.
12
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here A is |γ | × L′, c is an L′-dimensional vector of all unknown coefficients c(0,q)ℓm and c(1,q)ℓm , and f is a |γ |-dimensional
ector of the right-hand side formed using the known data (46). The matrix A consists of those columns Qγ Ẽx qψ

(0,q)
ℓm and

Qγ Ẽx qψ
(1,q)
ℓm , see (42), that correspond to the unknown coefficients c(0,q)ℓm and c(1,q)ℓm . The vector f can be represented as

f = Bc̃, where c̃ is the vector of known coefficients (46a), (46b) of dimension L̃ =
∑N

q=1(1+ Lq)2, and B is a fixed matrix
of dimension |γ | × L̃. The columns of the matrix B are those Qγ Ẽx qψ

(0,q)
ℓm and Qγ Ẽx qψ

(1,q)
ℓm that correspond to the known

coefficients (46a) and (46b). Altogether, the system we are solving by least squares is

Ac = Bc̃. (47)

The least squares solution of (47) is computed by means of QR factorization:

A|γ |×L′ = Q|γ |×L′RL′×L′ , (48)

where Q is orthogonal and R is upper triangular. Substituting the factorized form of A into (47), we have:

c = R−1Q∗B c̃ ≡ Dc̃, (49)

where the matrixD has low dimension: L′
×L̃. It is therefore advantageous to pre-compute it ahead of time. Then, changing

c̃ will entail only a very small additional cost for getting c. It means that computing the scattering solution for a different
incident field becomes very inexpensive. For example, one can change the incidence angles in (2) or move the center of
the spherical wave in (3). Then, to obtain the new solution, one only needs to re-evaluate the integrals in (46), apply the
matrix D in (49), obtain ξγ , see (37), (38), and compute the difference potential (26). Computing the difference potential
requires solving the discrete AP (Section 3.1), which is done by separation of variables/FFT at log-linear cost.

In fact, even a broader class of similar problems (beyond those that only involve a different incident field) can be solved
at a low additional cost per problem. For example, changing the type of scattering on a given Ωq, say, from Dirichlet to
Neumann, will swap the respective sets of coefficients c(0,q)ℓm and c(1,q)ℓm , see (46), so that those that used to be known
become unknown and the other way around. This will cause the corresponding changes in the composition of columns
of the matrices A and B in (47). However, it will not require any additional solutions of the discrete AP (16), (18), (19),
because all Qγ Ẽx qψ

(0,q)
ℓm and Qγ Ẽx qψ

(1,q)
ℓm in (42) remain the same. Consequently, the only additional cost will be that of

another QR factorization (48). One can further reduce it with the help of the QR updating algorithms, see, e.g., [38].

4. Results

We consider the scattering of a plane wave (2) or spherical wave (3) about two obstacles. The first obstacle is a sound-
hard sphere of radius 0.6 centered at (0.65, 0.65, 0.65). The second obstacle is a sound-soft sphere of radius 0.5 centered
at (−0.65, −0.65, −0.65). The artificial outer boundary Γ0 is a sphere of radius R0 = 2.3 centered at the origin, see (5).
The solution at Γ0 it is terminated by the sixth order BGT radiation condition B6u = 0, see (10) and (44).

The auxiliary domain (11) is a cube Ω̃ = [−2.8, 2.8] × [−2.8, 2.8] × [−2.8, 2.8]. The AP is discretized on a sequence
of a uniform Cartesian grids 32 × 32 × 32 through 512 × 512 × 512.

Neither of the dimensions Lq, q = 0, 1, 2, see Eqs. (34), (35), exceeds the value of 31 in our simulations. This guarantees
that the truncated part of the expansion (34) will not exceed 10−11 for any of our test solutions. The specific values of L0,
L1, and L2 are provided in Tables 1 through 9, where L0 is the number of basis functions on the artificial outer boundary,
L1 is that on the sound-hard sphere in the first octant, and L2 is that on the remaining sound-soft sphere.

To assess the grid convergence, we evaluate the maximum norm on the grid N+ of the difference between the
numerical solutions obtained on consecutive grids:

∥u(h)
− u(2h)

∥∞.

In Fig. 5, we present the complex amplitude of the field scattered about the two spheres described in the beginning
of this section. The incident plane wave is given by (2) with ϑinc = 45◦ and φinc = 55◦. In Fig. 5a, cross-sections of the
field amplitude are shown along several Cartesian planes. Fig. 5b shows isosurfaces of the complex amplitude in 3D, as
well as cross-sections through the origin projected onto the walls of the auxiliary cube.

In Tables 1 through 4, we show the error and convergence rate for the scattering of plane waves with incidence
directions (ϑinc, φinc) = (0◦, 0◦), (5◦, 5◦), (10◦, 0◦), and (0◦, 10◦) and wavenumbers k = 1, 5, and 10. The tables clearly
demonstrate the designed sixth order rate of grid convergence.

The error in numerical simulation of waves by finite differences (or finite elements) depends on the wavenumber k,
see [39]. Specifically, for the computational domain of a fixed size, the error scales as hpkp+1, where h is the grid size and
p is the order of accuracy. Consequently, to maintain a given accuracy, the number of points per wavelength ∝ (kh)−1

may not remain constant. It must increase proportionally to k1/p, the effect known as pollution. For higher order schemes
the pollution growth is slower than for lower order schemes.

To demonstrate the pollution effect, we need to have an analytic exact solution so that to be able to compute the actual
error. We construct this solution by placing the pole x0 of the spherical wave (3) at the center of one of the spheres:
x0 = (0.65, 0.65, 0.65), and interpreting

u(x ) ≡ u(scat)(x ) =
eik(∥x−x0∥)

, x ∈ Ω,

∥x − x0∥

13
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Fig. 5. Scattering of a plane wave about two spherical obstacles; ϑinc = 45◦ , φinc = 55◦ .

Table 1
Scattering of a plane wave (2) with ϑinc = 0◦ , φinc = 0◦ .
Grid h k = 1, {Lq} = {17, 11, 11} k = 5, {Lq} = {31, 19, 18} k = 10, {Lq} = {31, 24, 22}

∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate

64 0.088 1.1135 · 10−2 – 1.0430 · 102 – 2.2111 –
128 0.044 1.0730 · 10−4 6.69 1.5327 · 10−3 16.05 7.0012 · 10−3 8.30
256 0.022 7.8706 · 10−7 7.09 1.0832 · 10−5 7.14 6.4567 · 10−5 6.76
512 0.011 6.7534 · 10−9 6.86 7.0310 · 10−8 7.26 4.9136 · 10−7 7.03

as the scattered field to solve for outside the two scatterers, i.e., on Ω = Ω0\SN . The boundary data on Γ1 and Γ2 are
(scat)
taken directly from the solution u (x ).

14
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Table 2
Scattering of a plane wave (2) with ϑinc = 5◦ , φinc = 5◦ .
Grid h k = 1, {Lq} = {16, 11, 11} k = 5, {Lq} = {31, 19, 17} k = 10, {Lq} = {31, 24, 22}

∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate

64 0.088 1.0808 · 10−2 – 1.0735 · 102 – 2.2013 –
128 0.044 1.0887 · 10−4 6.63 1.7101 · 10−3 15.93 6.8420 · 10−3 8.32
256 0.022 8.0673 · 10−7 7.07 9.6635 · 10−6 7.46 5.7465 · 10−5 6.89
512 0.011 7.5688 · 10−9 6.73 6.3080 · 10−8 7.25 4.4879 · 10−7 7.00

Table 3
Scattering of a plane wave (2) with ϑinc = 0◦ , φinc = 10◦ .
Grid h k = 1, {Lq} = {17, 11, 11} k = 5, {Lq} = {31, 19, 18} k = 10, {Lq} = {31, 24, 22}

∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate

64 0.088 1.1135 · 10−2 – 1.0430 · 102 – 2.2111 –
128 0.044 1.0730 · 10−4 6.69 1.5327 · 10−3 16.05 7.0012 · 10−3 8.30
256 0.022 7.8706 · 10−7 7.09 1.0832 · 10−5 7.14 6.4568 · 10−5 6.76
512 0.011 6.7534 · 10−9 6.86 7.0310 · 10−8 7.26 4.9137 · 10−7 7.03

Table 4
Scattering of a plane wave (2) with ϑinc = 10◦ , φinc = 0◦ .
Grid h k = 1, {Lq} = {16, 11, 11} k = 5, {Lq} = {31, 19, 17} k = 10, {Lq} = {31, 24, 22}

∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate

64 0.088 1.0490 · 10−2 – 1.1088 · 102 – 2.3013 –
128 0.044 1.1093 · 10−4 6.56 1.9018 · 10−3 15.83 7.4014 · 10−3 8.28
256 0.022 8.1217 · 10−7 7.09 9.4656 · 10−6 7.65 5.7444 · 10−5 7.00
512 0.011 7.5751 · 10−9 6.74 6.3881 · 10−8 7.21 4.2852 · 10−7 7.06

Table 5
Pollution effect for the sixth order accurate MDP; {Lq} = {31, 1, 28}.

Grid h k Error

128 × 128 × 128 0.044 4.41636 6.17076 · 10−6

256 × 256 × 256 0.022 8 1.22301 · 10−6

512 × 512 × 512 0.011 14.4916 1.97805 · 10−6

Table 6
Scattering of a spherical wave (3) with x0 = (5, 5, 5).
Grid h k = 1, {Lq} = {19, 11, 10} k = 5, {Lq} = {31, 17, 15} k = 10, {Lq} = {31, 23, 21}

∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate

64 0.088 6.5459 · 10−4 – 7.4918 · 10−3 – 2.7413 · 10−1 –
128 0.044 9.4720 · 10−6 6.11 1.2215 · 10−4 5.93 5.1117 · 10−4 9.06
256 0.022 1.0529 · 10−7 6.49 9.4567 · 10−7 7.01 6.0062 · 10−6 6.41
512 0.011 9.0059 · 10−10 6.86 6.4622 · 10−9 7.19 6.2670 · 10−8 6.58

Table 7
Scattering of a spherical wave (3) with x0 = (−5, 5, 5).
Grid h k = 1, {Lq} = {19, 11, 10} k = 5, {Lq} = {31, 17, 15} k = 10, {Lq} = {31, 23, 21}

∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate

64 0.088 9.7449 · 10−4 – 2.2162 · 10−2 – 2.4335 · 10−1 –
128 0.044 1.7645 · 10−5 5.78 1.5893 · 10−4 7.12 1.0561 · 10−3 7.84
256 0.022 8.6684 · 10−8 7.66 1.4670 · 10−6 6.75 8.1243 · 10−6 7.02
512 0.011 9.7760 · 10−10 6.47 9.2023 · 10−9 7.31 6.6165 · 10−8 6.94

Table 5 illustrates the pollution effect. The order of accuracy of the core scheme (14), (15) is p = 6. We choose the
value of k = 8 for the grid of dimension 256 × 256 × 256, and then vary h and change k synchronously as k ∝ h−6/7.
From Table 5, we see that the error remains roughly the same as long as h6k7 = const.

In Tables 6 through 9, we demonstrate the sixth order of grid convergence for the scattering of spherical waves (3)
that originate at x = (5, 5, 5), (−5, 5, 5), (5, −5, 5), and (5, 5, −5).
0
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Table 8
Scattering of a spherical wave (3) with x0 = (5, −5, 5).
Grid h k = 1, {Lq} = {19, 11, 11} k = 5, {Lq} = {23, 17, 15} k = 10, {Lq} = {31, 23, 21}

∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate

64 0.088 9.7450 · 10−4 – 1.3241 · 10−1 – 2.4335 · 10−1 –
128 0.044 1.7645 · 10−5 5.78 1.5893 · 10−4 9.70 1.0569 · 10−3 7.84
256 0.022 8.6687 · 10−8 7.66 1.4670 · 10−6 6.75 8.1193 · 10−6 7.02
512 0.011 9.5312 · 10−10 6.50 9.1998 · 10−9 7.31 7.5340 · 10−8 6.75

Table 9
Scattering of a spherical wave (3) with x0 = (5, 5, −5).
Grid h k = 1, {Lq} = {19, 11, 11} k = 5, {Lq} = {31, 17, 15} k = 10, {Lq} = {31, 23, 21}

∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate ∥u(h)
− u(2h)

∥∞ Rate

64 0.088 1.0565 · 10−3 – 1.3241 · 10−1 – 2.4335 · 10−1 –
128 0.044 1.7319 · 10−5 5.93 1.5893 · 10−4 9.70 1.0569 · 10−3 7.84
256 0.022 8.5229 · 10−8 7.66 1.4670 · 10−6 6.75 8.1193 · 10−6 7.02
512 0.011 2.6097 · 10−9 5.02 9.1998 · 10−9 7.31 7.5340 · 10−8 6.75

5. Discussion

We used the method of difference potentials combined with a sixth order accurate compact finite difference scheme
nd high order Bayliss–Gunzburger–Turkel absorbing boundary conditions to simulate constant coefficient 3D wave
cattering about multiple non-conforming spherical obstacles using only regular Cartesian grids. Our computations
onfirm the design sixth order accuracy of the method.
The MDP involves neither auxiliary variables nor singular integrals. It automatically translates the well-posedness

f the original problem to its equivalent boundary formulation. This is in contrast to the approach based on boundary
ntegral equations (BIEs), where one needs to carefully choose a proper representation of the solution (e.g., a single-layer
r double-layer potential) to get a well-posed integral equation (Fredholm second kind). This task may become nontrivial
hen different boundary conditions are set on different parts of the boundary, e.g., different scatterers. Furthermore, the
ifference potentials approach can be generalized to the time dependent wave equation [37,40], which is difficult for the
ntegral equations approach.

Yet another important distinction from the BIEs is that our results can be extended to a variable speed of sound (inside
he artificial outer boundary). In two space dimensions, that was done in our previous work [32–34]. In BIEs, this is
ot possible because converting the Helmholtz equation to an integral equation over the surface requires knowledge
f the Green’s function for the Helmholtz equation. For a general spatially dependent speed of sound, it is not known.
ur method, on the other hand, can accommodate a variable propagation speed. This requires a modified compact sixth
rder finite difference scheme and extension operator. The equation-based differentiation would also need to be modified
ccordingly. All these modifications have already been done in other applications. A major change would be the necessity
o replace the direct solver based on the separation of variables and FFT by an iterative solver for the auxiliary problem.
ndeed, when solving the AP one must invert a large nonsymmetric and nonpositive matrix and if the propagation speed
aries the FFT does not apply. As the same AP needs to be solved repeatedly for different right-hand sides, one can
mploy a direct solver that would be particularly efficient in this situation, for example, PARDISO [41]. However, in three
imensions and when the domain is many wavelengths in size, no direct solver other than the FFT is likely to be feasible
ven on modern computers. Hence, an iterative method presents the only way forward.
Originally, standard Krylov techniques, such as GMRES or BiCGSTAB, were used frequently for solving the Helmholtz

quation, supplemented by algebraic preconditioners (such as incomplete LU). In recent years, several other approaches
ave been introduced. Gordon and Gordon [42] used a variant of the Kaczmarz algorithm, named CARP-CG, that can
e parallelized. Its interesting feature is that it becomes more efficient as the wave number becomes larger, i.e. the
atrix departs further from diagonal dominance. Bayliss, Goldstein, and Turkel [43] used a preconditioner based on the
aplace operator. That was extended by Erlangga, et al. in a series of papers [44–47] to use a Helmholtz equation with a
omplex wavenumber, which can be solved efficiently, in particular, by multigrid. Engquist and Ying [48,49] introduced an
fficient sweeping method to solve the system of equations originating from a discretization of the Helmholtz equation.
al-Ezer and Turkel [50] presented an iterative solver that proves particularly efficient for multiple right-hand sides. This
s advantageous for our algorithm as it requires solving the same AP for different right-hand sides.

Another approach is domain decomposition (see, e.g., [51–53]), where the subdomains can be either overlapping or
on-overlapping. Non-overlapping domain decomposition methods (DDMs) attempt to alleviate the cost growth of solving
he Helmholtz equation on large domains by breaking the domain down into smaller, simpler subdomains thus creating
ubproblems that are coupled to one another along their interfaces. Traditionally, DDMs resolve this coupling by an
terative process that alternates between directly solving a localized approximation of the subproblem and updating the
esulting boundary conditions using parameterized transmission conditions. The convergence rate of the iterative process
16
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s heavily dependent on the transmission conditions, the choice of which is a highly active research area (see, e.g., [54–
1]). Recently, Gander and Zhang [62] presented a survey of many modern techniques to iteratively solve the Helmholtz
quation even with a variable speed of sound. In [63], we have developed a non-overlapping domain decomposition using
he method of difference potentials.

Let us also re-iterate that, the difference potentials approach requires only simple meshes such as Cartesian or spherical.
n contrast, a finite element method requires grid generation which is nontrivial for a domain with many generally shaped
catterers in three space dimensions.
Our future work on multiple scattering will include improving the efficiency by replacing the global approach with

new one in which each obstacle is solved independently with transfer operators for each subdomain that couple the
arious regions. This can be thought of as domain decomposition where the individual subdomains have no common
nterfaces; they are rather separated in space and the connections between them are rendered by the transmission
perators. Such an approach was used by Grote and Kirsch [12] using DtN as the nonreflecting boundary condition coupled
ith a second order finite difference scheme in polar coordinates for each scatterer. However, unlike our current approach
hat surrounds all scatterers with one common artificial outer boundary and can be modified to handle the variable
ropagation speed inside the computational domain, the transfer operators needed for decomposition inherently rely on
onstant coefficients in-between the scatterers. Previous work with similar approaches include Acosta and Villamizar [13],
in and Kim [14] and Jiang and Zheng [15] who have used second order finite element codes for obstacles that conform
ith the grid.
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