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Solutions to elliptic PDEs, in particular to the Helmholtz equation, become singular near 
the boundary if the boundary data do not possess sufficient regularity. In that case, the 
convergence of standard numerical approximations may slow down or cease altogether. 
We propose a method that maintains a high order of grid convergence even in the 
presence of singularities. This is accomplished by an asymptotic expansion that removes 
the singularities up to several leading orders, and the remaining regularized part of the 
solution can then be computed on the grid with the expected accuracy.
The computation on the grid is rendered by a compact finite difference scheme combined 
with the method of difference potentials. The scheme enables fourth order accuracy on 
a narrow 3 × 3 stencil: it uses only one unknown variable per grid node and requires 
only as many boundary conditions as needed for the underlying differential equation 
itself. The method of difference potentials enables treatment of non-conforming boundaries 
on regular structured grids with no deterioration of accuracy, while the computational 
complexity remains comparable to that of a conventional finite difference scheme on the 
same grid. The method of difference potentials can be considered a generalization of the 
method of Calderon’s operators in PDE theory.
In the paper, we provide a theoretical analysis of our combined methodology and 
demonstrate its numerical performance on a series of tests that involve Dirichlet and 
Neumann boundary data with various degrees of “non-regularity”: an actual jump 
discontinuity, a discontinuity in the first derivative, a discontinuity in the second derivative, 
etc. All computations are performed on a Cartesian grid, whereas the boundary of the 
domain is a circle, chosen as a simple but non-conforming shape. In all cases, the proposed 
methodology restores the design rate of grid convergence, which is fourth order, in spite 
of the singularities and regardless of the fact that the boundary is not aligned with the 
discretization grid. Moreover, as long as the location of the singularities is known and 
remains fixed, a broad spectrum of problems involving different boundary conditions 
and/or data on “smooth” segments of the boundary can be solved economically since the 

✩ Work supported by the US–Israel Binational Science Foundation (BSF) under Grant # 2008094, by the US ARO under Grant # W911NF-11-1-0384, and 
by the US AFOSR under Grant # FA9550-10-1-0092.

* Corresponding author at: Department of Mathematics, North Carolina State University, Box 8205, Raleigh, NC 27695, USA.
E-mail addresses: dsbritt@ncsu.edu (S. Britt), SPetropavlovsky@fa.ru (S. Petropavlovsky), tsynkov@math.ncsu.edu (S. Tsynkov), turkel@post.tau.ac.il

(E. Turkel).
URLs: http://www.math.ncsu.edu/~stsynkov (S. Tsynkov), http://www.math.tau.ac.il/~turkel/ (E. Turkel).
http://dx.doi.org/10.1016/j.apnum.2014.10.006
0168-9274/© 2014 IMACS. Published by Elsevier B.V. All rights reserved.

http://www.ScienceDirect.com/
http://www.elsevier.com/locate/apnum
mailto:dsbritt@ncsu.edu
mailto:SPetropavlovsky@fa.ru
mailto:tsynkov@math.ncsu.edu
mailto:turkel@post.tau.ac.il
http://www.math.ncsu.edu/~stsynkov
http://www.math.tau.ac.il/~turkel/
http://dx.doi.org/10.1016/j.apnum.2014.10.006
http://crossmark.crossref.org/dialog/?doi=10.1016/j.apnum.2014.10.006&domain=pdf


216 S. Britt et al. / Applied Numerical Mathematics 93 (2015) 215–241
discrete counterparts of Calderon’s projections need to be calculated only once and then 
can be applied to each individual formulation at very little additional cost.

© 2014 IMACS. Published by Elsevier B.V. All rights reserved.

1. Introduction

In our previous work [4], we have shown how a numerical methodology that combines compact fourth order accurate 
schemes [8,17,3] with the method of difference potentials [15,13,14] applies to solving a variety of non-standard boundary 
value problems for the Helmholtz equation. The formulations investigated in [4] involved variable coefficient Robin, as well 
as discontinuous and mixed Dirichlet and Neumann boundary conditions. In all cases, the method of difference potentials 
has enabled an efficient and accurate account of a given boundary condition when the curvilinear boundary was not aligned 
with the discretization grid, whereas the compact scheme has provided an easy and inexpensive venue toward high order 
accuracy, which is critical in wave applications [2,9,6,1]. However, when the solution did not possess sufficient regularity, the 
convergence rate of the overall method was considerably slower than the fourth order design rate. In general, the solution 
may have lower regularity due to a discontinuity in the coefficients of the boundary condition and/or the boundary data. In 
that case, a near-boundary singularity develops and the finite difference scheme loses consistency, which translates into a 
(much) slower convergence rate.

In the current paper, we show how the design convergence rate for the combined methodology of [4] can be restored in 
the case where the solution may have such near-boundary singularities. The idea is to subtract out several leading terms in 
the expansion of the solution near the singular point, and subsequently solve only for the remaining regular component. In 
developing the expansion, we follow the approach earlier proposed in [7] and modify it so as to take into account that the 
segments of the boundary meeting at a given singular point may be curves rather than only straight lines. We also note that 
an earlier work that addresses singularities of the solution using difference potentials is presented in [11,10,12]; however, 
it does not involve computations with high order accuracy.

The paper is organized as follows. In Section 1.1, we introduce the formulation of the problem that we subsequently 
study. In Sections 1.2, 1.3, and 1.4, we provide brief accounts of the compact scheme and the method of difference potentials, 
while referring the reader for detail to earlier, more comprehensive publications. In Section 1.5, we show how to take into 
account various boundary conditions specified on different segments of the boundary.

Then, in Section 2 we analyze the near-boundary singularities which result from discontinuities in the boundary data. 
In doing so, we describe in Section 2.1 how the general approach of [7] applies to our specific formulations of interest 
(introduced in Section 1.1), in Section 2.2 we discuss how it can be generalized for the case of boundaries with curvature, 
and in Section 2.3 we choose and solve specific examples (the account of these examples is continued in Appendix A). In 
Section 3, we apply the method of difference potentials to a problem with near-boundary singularities. In particular, in Sec-
tion 3.1 we show how to modify the problem by subtracting singular terms so that the regularity of the remaining solution 
increases, and in Section 3.2 we demonstrate how the entire family of problems that have the same singular points but 
may otherwise be different can be solved at a low cost per problem. In Section 4, we corroborate the previously developed 
theory by a series of computations for discontinuous boundary conditions of both Dirichlet and Neumann type that lead 
to singularities of various strength depending on the varying degree of discontinuity in the data. Finally, in Section 5 we 
present our conclusions and discuss the future work.

1.1. Formulation of the problem

Consider a bounded domain Ω ⊂ R
2 and denote its boundary by Γ : Γ = ∂Ω . We will be solving the homogeneous 

Helmholtz equation with a fixed wavenumber k on this domain:

Lu
def= �u + k2u = 0, x ∈ Ω, (1a)

subject to the boundary condition

lΓ u = φΓ , x ∈ Γ. (1b)

For the purposes of this paper, the boundary condition (1b) will be either Dirichlet (lΓ = 1) or Neumann (lΓ = ∂
∂n ), 

although the methods presented hereafter extend to the case where (1b) is of a mixed type (Dirichlet/Neumann). The 
boundary data in (1b) will be intentionally chosen to be discontinuous. Namely, the function φΓ = φΓ (s), where s is the arc 
length, will have either jump discontinuities of its own or jump discontinuities in its first or second derivative with respect 
to s.

The aforementioned discontinuities in φΓ or its derivatives will cause the solution u to possess singularities at the 
corresponding boundary points. The analysis of Section 2 allows us to remove those near-boundary singularities (to several 
leading orders), and yields a new regularized boundary value problem (BVP) for the inhomogeneous Helmholtz equation, 
which we then solve numerically:
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Lu = f , x ∈ Ω, (2a)

lΓ u = ψΓ , x ∈ Γ. (2b)

For simplicity, we consider only the case where the domain Ω is a disk of radius R = 1 centered at the origin, so that 
its boundary Γ is a circle. From the standpoint of treating singularities that result from discontinuous boundary data, this 
choice presents no loss of generality. To solve the BVP (2a–2b) we introduce a Cartesian grid and implement a high order 
accurate finite difference scheme along with the method of difference potentials.

1.2. Compact schemes

We use a high order scheme in order to reduce the phase error due to the pollution effect [2,9,6,1]. Compact differenc-
ing offers a convenient and efficient way of building such schemes without having to impose additional, purely numerical, 
boundary conditions. We implement the fourth-order accurate approximation for the Helmholtz equation (2a) first intro-
duced in [8,17]:

1

h2
(um+1,n + um,n+1 + um−1,n + um,n−1 − 4um,n) + 1

6h2

[
um+1,n+1 + um+1,n−1 + um−1,n+1 − um−1,n−1 + 4um,n

− 2(um,n+1 + um,n−1 + um+1,n + um−1,n)
]+ k2

12
(um+1,n + um,n+1 + 8um,n + um−1,n + um,n−1)

= fm,n + 1

12
( fm+1,n + fm,n+1 − 4 fm,n + fm−1,n + fm,n−1)

def= f̃m,n. (3)

Scheme (3) is built on a square-cell Cartesian grid with step size h. The left-hand side operates on u via a 9-node (3 × 3) 
compact stencil. The right-hand side f̃ consists of a 5-node stencil operating on f , which is the right-hand side of the 
inhomogeneous Helmholtz equation (2a).

We restrict the present discussion to the constant coefficient Laplacian and constant wavenumber k, although similar 
high order schemes can be built for variable coefficients as well. For example, in [3] a compact fourth-order accurate 
scheme is derived for a more general form of the Helmholtz equation with a variable-coefficient analogue of the Laplacian 
and a variable wavenumber k. Moreover, in [18] a sixth order compact scheme is built for the Helmholtz equation with 
variable k.

1.3. Auxiliary problem

The method of difference potentials requires that we enclose the domain Ω within an auxiliary domain Ω0: Ω ⊂ Ω0. 
On the domain Ω0, we pose a special auxiliary problem (AP) for the inhomogeneous Helmholtz equation, Lu = g . The key 
requirement of the AP is that it has to have a unique solution for any right-hand side g defined on Ω0. It can otherwise 
be formulated arbitrarily, and it is natural to choose it so that it admits a simple numerical solution. In the method of 
difference potentials, the AP is used for computing the discrete counterparts of Calderon’s operators [5,16], and while the 
operators themselves will depend on the choice of the AP, see Section 1.4, the actual solution of the problem of interest, i.e., 
the BVP (2a–2b), will not be affected [15].

For our specific setting, we take Ω0 as a square of side length 2.2 centered at the origin, and formulate the following 
AP:

Lu = g, x ∈ Ω0,

u = 0, y = ±1.1,

∂u

∂x
+ iku = 0, x = 1.1,

∂u

∂x
− iku = 0, x = −1.1. (4)

The AP (4) can be efficiently solved by separation of variables, and the Sommerfeld-type boundary conditions imposed on 
the left and right edges of the auxiliary domain (the square Ω0) make its spectrum essentially complex and hence ensure 
uniqueness of the solution.

Applying the compact scheme (3) to the differential equation Lu = g of (4), we have:

1

h2
(um+1,n + um,n+1 + um−1,n + um,n−1 − 4um,n) + 1

6h2

[
um+1,n+1 + um+1,n−1 + um−1,n+1 − um−1,n−1 + 4um,n

− 2(um,n+1 + um,n−1 + um+1,n + um−1,n)
]+ k2

(um+1,n + um,n+1 + 8um,n + um−1,n + um,n−1) = g̃m,n. (5a)

12
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In doing so, we emphasize that when actually computing the difference potentials and projections (Section 1.4) the discrete 
right-hand side g̃m,n of Eq. (5a) is specified directly rather than by applying the 5-node stencil to g , so that the explicit 
form of g is never needed and thus never introduced.

In order to maintain the overall accuracy of the solution, it is necessary to approximate the boundary conditions of (4)
with accuracy matching that of the finite difference scheme, which is fourth order in our case. The approximation is easily 
obtained for the Dirichlet conditions:

um,0 = um,M = 0, m = 0, . . . , M, (5b)

where the grid nodes range between 0 and M in both the x and y directions since we are using square cells on a square 
domain.

For the Sommerfeld-type conditions on the left and right edges of the square Ω0, we implement a simplified version of 
the fourth-order accurate approximation derived in [3] for the Helmholtz equation with variable coefficients:(

uM,n − uM−1,n

h
− 1

6h
(uM,n+1 − uM−1,n+1 + uM,n−1 − uM−1,n−1 − 2(uM,n − uM−1,n) − k2h

24
(uM,n − uM−1,n)

)

+ ik

(
uM,n + uM−1,n

2
+ h2k2

8
uM− 1

2 ,n +
uM− 1

2 ,n+1 − 2uM− 1
2 ,n−1 + uM− 1

2 ,n−1

2

)
= 0, (5c)(

u1,n − u0,n

h
− 1

6h
(u1,n+1 − u0,n+1 + u1,n−1 − u0,n−1 − 2(u1,n − u0,n) − k2h

24
(u1,n − u0,n)

)

− ik

(
u1,n + u0,n

2
+ h2k2

8
u 1

2 ,n +
u 1

2 ,n+1 − 2u 1
2 ,n−1 + u 1

2 ,n−1

2

)
= 0. (5d)

In formulae (5c) and (5d), the Sommerfeld-type conditions are enforced at half-nodes of the outermost boundary cell. As in 
the continuous case, these boundary conditions prevent resonances by making the spectrum of the AP complex. Therefore, 
the overall discrete AP (5a–5d) has a unique solution um,n , m = 0, . . . , M , n = 0, . . . , M , for any right-hand side g̃m,n defined 
on the interior sub-grid m = 1, . . . , M − 1, n = 1, . . . , M − 1. is also It can be solved by a sine FFT in the y direction 
combined with tri-diagonal elimination in the x direction.1 The computational complexity of this solution is O(M2 log M)

floating point operations.
Next, let the uniform Cartesian grid on the square Ω0 be denoted by N0:

N0 = {
(xm, yn)

∣∣ xm = mh, yn = nh, m = 0, . . . , M, n = 0, . . . , M
}
.

Creating a discrete analogue of the boundary curve Γ is central to our method since Γ is not aligned with the Cartesian 
grid. The following subsets of the Cartesian grid N0 are used for that purpose. Let M0 ⊂N0 be the set of only interior nodes 
of the square domain Ω0, i.e., M0 contains all nodes of N0 except for those along the boundary edges of the square:

M0 = {
(xm, yn)

∣∣ xm = mh, yn = nh, m = 1, . . . , M − 1, n = 1, . . . , M − 1
}
.

Notice that if we were to form a set which contains all of the nodes “touched” by the 9-point compact stencil operating 
on the set M0, that this set would coincide exactly with N0, and it is for this reason that the right-hand side gm,n of the 
discrete AP (5a–5d) is defined only on the interior nodes, i.e., on M0. We now distinguish those nodes which are inside 
the boundary curve Γ from those which are outside Γ . Let all of those nodes which are confined within the continuous 
boundary Γ , i.e., the unit circle, be denoted by M+ ⊂M0, and those which are outside, except for the edges of the auxiliary 
domain, by M− ⊂ M0. Next, let the collections of all nodes touched by the 9-point compact stencil operating on the nodes 
of M+ and M− be referred to as N+ and N− , respectively. Then, there will be a nonempty intersection in the sets N+ and 
N

− , and this is what we refer to as the grid boundary: γ = N
+ ∩N

− . All the foregoing grid sets are visualized in Fig. 1.

1.4. Difference potentials

The AP (5a–5d) plays a vital role in the construction of difference potentials and projections [15]. The difference potential 
can be thought of as a discrete analogue to Calderon’s potentials [5,16], and it will approximate the solution u of boundary 
value problem (2a–2b) on the grid N+ . Accordingly, the difference projection is a discrete counterpart of Calderon’s bound-
ary projections. The density of the potential that approximates the solution u must satisfy the special boundary equation 
with projection (BEP), see formula (8) below. In this section, we provide only a very brief account of difference potentials 
and projections, while subsequent detail can be found in [15,13,14].

Let L(h) denote the 9-point finite difference operator on the left-hand side of Eq. (5a). The overall discrete AP (5a–5d) is 
stated as the solution of L(h)u = g̃ on the grid N0 subject to boundary conditions (5b), (5c), and (5d). Let G (h) denote the 

1 Numerical stability of the discrete AP (5a–5d) and, in particular, its dependence on the wavenumber k, has not been studied theoretically. In our 
simulations, see Section 4, we have not observed any indication of instability.
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Fig. 1. Interior and exterior grid subsets and the grid boundary.

corresponding inverse operator to L(h) , so that the solution to the discrete AP (5a–5d) is given by u = G (h) g̃ . Next, let ξγ be 
a grid function specified on the discrete boundary γ , see Fig. 1(c). Then, the difference potential with density ξγ is defined 
on the grid set N+ ⊂ N0 as follows:

PN+ξγ
def= w − G(h)

(
L(h)w|M+

)︸ ︷︷ ︸
g̃

, where w =
{

ξγ on γ ,

0 on N0\γ .
(6)

In formula (6), the operation L(h)w|M+ means that the operator L(h) is first applied to the auxiliary function w , and then 
the grid function L(h)w is truncated to the grid M+ , see Fig. 1(a). The difference potential PN+ξγ maps a function ξγ
defined on the grid boundary γ ⊂ N

+ to a function defined on the set N+ ⊂ N0. For any ξγ , it satisfies the homogeneous 
finite difference equation at the nodes M+:

L(h)(PN+ξγ ) = 0.

Truncation of the difference potential (6) to γ yields the difference projection:

Pγ ξγ
def= (PN+ξγ )|γ . (7)

As shown in [15], a given grid function ξγ coincides on γ with a solution u to the finite difference equation (3): L(h)u = f̃
[where u is defined on N+ , Fig. 1(a)] if and only if it satisfies the BEP:

Pγ ξγ + TrG(h) f̃ = ξγ , (8)

where TrG(h) f̃ denotes the trace on the grid boundary γ of a grid function G(h) f̃ defined on N0. In other words, the BEP (8)
provides an equivalent reduction of the finite difference equation L(h)u = f̃ from the grid domain N+ to the grid boundary 
γ . This is the key property that we wish to exploit. Our method will rely on solving the BEP (8) for ξγ , while the boundary 
conditions will be taken into account as described in Section 1.5. Then, the grid function

u = PN+ξγ + G(h) f̃ , (9)

where the difference potential is given by (6), will approximate the solution to the BVP (2a–2b).
One may observe that the choice of the AP affects the definition of both the difference potential (6) and the projection (7)

since the inverse operator G(h) corresponds to the specified AP (5a–5d). We emphasize though that changing the AP, under 
the constraint that it still has a unique solution, does not change the range of the projection P γ , and, consequently, does 
not change the set of solutions to the BEP (8) either. In other words, when changing the AP one changes only the projection 
angle onto the same subspace, see [15].

1.5. Boundary conditions

We now describe our general method for dealing with the given boundary condition (2b) of the BVP. This begins with 
the equation-based extension of a pair of functions ξΓ = (ξ0, ξ1) defined on the continuous boundary, Γ , to a function 
ξγ defined on the discrete boundary, γ . It is precisely this extension that ultimately enables the difference potential to 
approximate the continuous Calderon potential. Consider ξΓ as the Cauchy data of some function v = v(x, y),

(ξ0, ξ1)|Γ =
(

v,
∂v

)∣∣∣∣ ,

∂n Γ
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that we define near the curve Γ by means of the truncated Taylor expansion:

v
def= vΓ + ρ

∂v

∂n

∣∣∣∣
Γ

+ ρ2

2

∂2 v

∂n2

∣∣∣∣
Γ

+ ρ3

6

∂3 v

∂n3

∣∣∣∣
Γ

+ ρ4

24

∂4 v

∂n4

∣∣∣∣
Γ

. (10)

In formula (10), ρ denotes the (signed) distance from a given point near Γ , at which we wish to calculate our new func-
tion v , to the curve Γ . We emphasize that while expression (10) has the form of a Taylor approximation to the function v , 
this is not the case. We are, in fact, defining v at points near Γ whereas originally we are given only v and ∂v

∂n on Γ . 
In particular, we call this new function v = ξγ when it is evaluated at the nodes of the grid boundary γ , see Fig. 1(c):

ξγ
def= v|γ . (11)

Of course, to make the definition (10) of the new function v complete, we need to specify the higher order derivatives, 
whereas thus far we have assumed knowledge of only v and ∂v

∂n on Γ . Assume that v and ∂v
∂n are differentiable functions of 

the polar angle θ on the circle Γ . Also notice that, due to our particular choice of Γ ,2 the normal direction n to the curve 
coincides with the polar radius r. Then, it becomes useful to write the Helmholtz equation (2a) in polar coordinates:

1

r

∂v

∂r
+ ∂2 v

∂r2
+ 1

r2

∂2 v

∂θ2
+ k2 v = f . (12)

The desired higher order normal derivatives ∂2 v
∂n2 , ∂3 v

∂n3 , and ∂4 v
∂n4 for formula (10) will be obtained with the help of Eq. (12). 

First, we solve (12) for ∂2 v
∂n2 as follows:

∂2 v

∂r2
= −

(
1

r

∂v

∂r
+ 1

r2

∂2 v

∂θ2
+ k2 v

)
+ f . (13)

Note that the term ∂2 v
∂θ2 in (13) is computed analytically since it is a tangential derivative of v . We then differentiate 

expression (13) twice with respect to r to obtain the remaining normal derivatives:

∂3 v

∂r3
= 1

r2

∂v

∂r
− 1

r

∂2 v

∂r2
+ 2

r3

∂2 v

∂θ2
− 1

r2

∂3 v

∂r∂θ2
− k2 ∂v

∂r
+ ∂ f

∂r
, (14)

∂4 v

∂r4
= − 2

r3

∂v

∂r
+ 2

r2

∂2 v

∂r2
− 1

r

∂3 v

∂r3
− 6

r4

∂2 v

∂θ2
+ 4

r3

∂3 v

∂r∂θ2
− 1

r2

∂4 v

∂r2∂θ2
− k2 ∂2 v

∂r2
+ ∂2 f

∂r2
. (15)

Notice again that all of the terms which are θ derivatives of v and ∂v
∂r can be computed analytically. This leaves only the 

term ∂4 v
∂r2∂θ2 which has not been accounted for, and we obtain it by differentiating (13) twice with respect to θ :

∂4 v

∂r2∂θ2
= −

(
1

r

∂3 v

∂r∂θ2
+ 1

r2

∂4 v

∂θ4
+ k2 ∂2 v

∂θ2

)
+ ∂2 f

∂θ2
. (16)

Again, all terms needed to compute ∂4 v
∂r2∂θ2 via (16) are known since they are tangential derivatives of v or of ∂v

∂r . Addi-

tionally, all of the derivatives of f which appear in (13–16) are assumed to be known, and thus we are able to effectively 
compute all terms of the expansion (10) via the expressions (13–16) for the normal derivatives.

It will be convenient for us to single out the contribution of the right-hand side f of (12) to formula (10) or, equivalently, 
decouple expressions (13–16) into the homogeneous part and inhomogeneous part. To do so, we will compute the normal 
derivatives (13–16) of v as if they were obtained from the homogeneous Helmholtz equation:

∂2 v

∂r2
= −

(
1

r

∂v

∂r
+ 1

r2

∂2 v

∂θ2
+ k2 v

)
,

∂3 v

∂r3
= 1

r2

∂v

∂r
− 1

r

∂2 v

∂r2
+ 2

r3

∂2 v

∂θ2
− 1

r2

∂3 v

∂r∂θ2
− k2 ∂v

∂r
,

∂4 v

∂r4
= − 2

r3

∂v

∂r
+ 2

r2

∂2 v

∂r2
− 1

r

∂3 v

∂r3
− 6

r4

∂2 v

∂θ2
+ 4

r3

∂3 v

∂r∂θ2
− 1

r2

∂4 v

∂r2∂θ2
− k2 ∂2 v

∂r2
,

∂4 v

∂r2∂θ2
= −

(
1

r

∂3 v

∂r∂θ2
+ 1

r2

∂4 v

∂θ4
+ k2 ∂2 v

∂θ2

)
, (17)

and then separately collect the inhomogeneous terms of Eqs. (13–16). In doing so, the Taylor expansion (10) is decomposed 
into the homogeneous and inhomogeneous contribution as follows:

2 A similar development, but for a general smooth curve rather than only for a circle, is presented in [13].
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v = vΓ + ρ
∂v

∂r

∣∣∣∣
Γ

+ ρ2

2

∂2 v

∂r2

∣∣∣∣
Γ

+ ρ3

6

∂3 v

∂r3

∣∣∣∣
Γ

+ ρ4

24

∂4 v

∂r4

∣∣∣∣
Γ︸ ︷︷ ︸

homogeneous

+ ρ2

2
f + ρ3

6

(
∂ f

∂r
− 1

r
f

)
+ ρ4

24

(
∂2 f

∂r2
− 1

r2

∂2 f

∂θ2
− 1

r

∂ f

∂r
− k2 f + 3

r2
f

)
︸ ︷︷ ︸

inhomogeneous

. (18)

The derivatives of v w.r.t. r in formula (18) are computed according to the homogeneous expressions (17). One advantage 
of decomposition (18) is that it reduces redundant computations: observe that the inhomogeneous contribution contains no 
terms which are associated with the input functions ξΓ = (ξ0, ξ1) = (v, ∂v

∂n )|Γ , and thus we may calculate this portion of 
the extension once and for all.

In the case that ξΓ = (ξ0, ξ1) happens to be the trace of a function v which satisfies the inhomogeneous Helmholtz 
equation (2a) on Ω , i.e., ξ0 = v|Γ and ξ1 = . ∂v

∂n |Γ , then formula (10) or, equivalently, (18), yields a fifth order Taylor ap-
proximation of v . We emphasize, however, that these formulae can be applied to any function ξΓ = (ξ0, ξ1) given at the 
boundary Γ , and we will actually apply them to the specially chosen basis functions which are not traces of any solution 
to the Helmholtz equation. This will allow us to incorporate the boundary condition (2b) into the discrete BEP (8). To that 
end, we will consider the extension process defined by (18) as an affine transformation Ex, which maps a pair of functions 
ξΓ = (ξ0, ξ1)|Γ defined on the circle Γ to a new function ξγ defined at the nodes of the discrete boundary γ :

ξγ = ExξΓ = Ex(ξ0, ξ1)|Γ = ExH (ξ0, ξ1)|Γ + ExI f , (19)

where ExH and ExI are the homogeneous and inhomogeneous contribution of (18), respectively. Note that while Ex is an 
affine mapping, ExH is a linear operator w.r.t. its argument ξΓ .

The functions that we are going to apply the extension mapping Ex to will form a basis on the boundary Γ , with respect 
to which the Cauchy data of the solution can be expanded. Then, by extending the basis functions according to (19) and 
incorporating the boundary data given in (2b), we establish a linear system for the coefficients of the basis expansion via 
the BEP (8). Having solved this system, we can reconstruct ξγ and finally approximate the solution that we seek in the 
form (9). Therefore, we now describe in general the basis and the linear system for the coefficients, followed by our specific 
choice of basis functions.

Consider a set of orthogonal basis functions ψn, n = 0, . . . , N , defined on Γ . For simplicity, we will employ both the 
same type and number of basis functions for both the Dirichlet and Neumann data, but in general this is not required. We 
seek an expansion of a given ξΓ in the form

ξΓ = (ξ0, ξ1)|Γ =
N∑

n=0

c(0)
n (ψn,0)

︸ ︷︷ ︸
(ξ0,0)

+
N∑

n=0

c(1)
n (0,ψn)

︸ ︷︷ ︸
(0,ξ1)

, (20)

where c(0)
n and c(1)

n are the coefficients. For typical problems solved by difference potentials, we use rapidly converging 
expansions (20), such as Fourier or Chebyshev, that can be truncated at relatively low values of N , see [4,13,14]. Specific 
implementation details, including basis dimensions, for the algorithm of the current paper are provided in Section 4.

We will abbreviate the notation of the basis functions (ψn, 0) and (0, ψn) by ψ (0)
n and ψ (1)

n . In order to implement the 
BEP (8), we first form the grid function ξγ by applying the extension mapping (19) to the expansion (20):

ξγ = ExξΓ = Ex

(
N∑

n=0

c(0)
n ψ

(0)
n +

N∑
n=0

c(1)
n ψ

(1)
n

)
=

N∑
n=0

c(0)
n ExH ψ

(0)
n +

N∑
n=0

c(1)
n ExH ψ

(1)
n + ExI f . (21)

Then, we substitute the representation (21) into the BEP (8) to obtain a system of linear equations for the coefficients c(0)
n

and c(1)
n :

N∑
n=0

c(0)
n Pγ ExH ψ

(0)
n +

N∑
n=0

c(1)
n Pγ ExH ψ

(1)
n + Pγ ExI f + TrG(h) f̃ =

N∑
n=0

c(0)
n ExH ψ

(0)
n +

N∑
n=0

c(1)
n ExH ψ

(1)
n + ExI f .

We simplify this expression by gathering the corresponding basis terms on the left-hand side:

N∑
n=0

c(0)
n (Pγ − Iγ )ExH ψ

(0)
n +

N∑
n=0

c(1)
n (Pγ − Iγ )ExH ψ

(1)
n = −TrG(h) f̃ − (Pγ − Iγ )ExI f , (22)

where Iγ is the identity operator in the space of grid functions ξγ defined on γ . In matrix form, the linear system (22) can 
be recast as
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Q H c = −TrG(h) f̃ − (Pγ − Iγ )ExI f , (23)

in which the first N + 1 columns of the matrix Q H are given by (Pγ − Iγ )ExH ψ
(0)
n for n = 0, . . . , N and the second 

N + 1 columns by (Pγ − Iγ )ExH ψ
(1)
n for n = 0, . . . , N . Accordingly, c is the vector of dimension 2(N + 1), with the first 

N + 1 components of c being the coefficients c(0)
n , n = 0, . . . , N , that pertain to the Dirichlet data, and the second N + 1

components being the coefficients c(1)
n , n = 0, . . . , N , that pertain to the Neumann data:

c = [
c(0), c(1)

]T = [
c(0)

0 , . . . , c(0)
N , c(1)

0 , . . . , c(1)
N

]T
. (24)

Similarly, we partition the matrix Q H into the Dirichlet and Neumann sub-matrices:

Q H = [
Q (0),Q (1)

]
= [

(Pγ − Iγ )ExH ψ
(0)
0 , . . . , (Pγ − Iγ )ExH ψ

(0)
N , (Pγ − Iγ )ExH ψ

(1)
0 , . . . , (Pγ − Iγ )ExH ψ

(1)
N

]
. (25)

The dimension of the matrix Q H of (25) is |γ | × 2(N + 1), where |γ | is the number of nodes in the grid boundary γ
and 2(N + 1) in the expansion (20). The right-hand side of system (23) is a vector of dimension |γ |, which is due to the 
right-hand side f of the differential equation (2a). Then, introducing a new, shorter, notation Q I f = (Pγ − Iγ )ExI f , we 
recast system (25) as follows:

Q H c = −TrG(h) f̃ − Q I f . (26)

In actual numerical simulations (see Section 4), we normally have |γ | > 2(N + 1), or even |γ | � 2(N + 1) on fine grids, 
because the number of basis functions N is fixed at a relatively low value that already enables sufficient accuracy at the 
boundary, whereas the grid is refined to obtain a better accuracy inside the domain (as well as to demonstrate convergence). 
Then, the set of linear equations (26) forms an overdetermined system of |γ | equations with respect to 2(N + 1) unknowns. 
After taking into account the boundary condition (2b), this system is solved in the sense of least squares.

For example, if the given boundary condition (2b) is of Dirichlet type, u|Γ = φ(θ), then the coefficients {c(0)
n }N

n=0 can be 
readily computed and considered known. We then precompute the product Q (0)c(0) and solve the rest of system (26) for 
the remaining coefficients {c(1)

n }N
n=0 by least squares:

Q (1)c(1) = −TrG(h) f̃ − Q I f − Q (0)c(0). (27)

The same can be done if the boundary condition (2b) of the BVP is of Neumann type. In this case, we expand the Neumann 
data, pre-multiply, and subtract as before to form the system

Q (0)c(0) = −TrG(h) f̃ − Q I f − Q (1)c(1), (28)

that is solved for the coefficients {c(0)
j }N

j=0 of the Dirichlet data by least squares.
Next, we introduce our particular choice of basis functions, the Chebyshev polynomials {Tn(x)}∞n=0. They are or-

thogonal on x ∈ [−1, 1] with the weight ω(x) = 2/π
√

1 − x2. For an r times continuously differentiable function φ(x), 
φ(x) ∈ Cr[−1, 1], such that φ(r+1)(x) ∈ L2[−1, 1], its Chebyshev expansion on the interval [−1, 1]:

φ(x) =
N∑

n=0

φ̂n Tn(x), where φ̂n =
{

1
2

∫ 1
−1 ω(x)φ(x)Tn(x)dx, n = 0,∫ 1

−1 ω(x)φ(x)Tn(x)dx, n > 0,
(29)

converges with the rate o(N−(r+ 1
2 )). For an infinitely smooth φ(x), the convergence is spectral.

A convenient aspect of the Chebyshev basis is the capability to expand non-periodic functions. Therefore, we may parti-
tion the circle Γ into any number of segments and use an independent Chebyshev system for each segment, and this proves 
very efficient for setting mixed and/or discontinuous boundary conditions, see [4]. In the current paper, we will partition Γ
into the upper and lower semicircles, Γ1 = {(r, θ)|r = 1, θ ∈ [0, π)} and Γ2 = {(r, θ)|r = 1, θ ∈ [π, 2π)}, and allow for jump 
discontinuities of the boundary data at the points θ = 0 and θ = π .

To build Chebyshev expansions for the functions defined on the upper and lower semicircles, one needs to obtain Cheby-
shev polynomials of the arguments θ ∈ [0, π) and θ ∈ [π, 2π). To do so, one would typically use a linear change of variables 
to map each of these subintervals onto the interval x ∈ [−1, 1). However, in order to avoid numerical difficulties which arise 
from computing the derivatives3 of the Chebyshev functions near the endpoints x = −1 and x = 1, we will instead map 
these subintervals onto a slightly smaller domain, x ∈ [−1 + ε, 1 − ε), where ε > 0. The corresponding mappings for the 
upper and lower semicircles, are given by

3 Tangential derivatives are needed when building the extension Ex using (17), see [4] for a detailed discussion.
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x =
(

θ

π
+ θ − π

π

)
(1 − ε) (30a)

and

x =
(

θ − π

π
+ θ − 2π

π

)
(1 − ε), (30b)

respectively. Let us now consider, for example, a function φ(θ) defined for θ ∈ [0, π). The inverse mapping of (30a) trans-
forms the interval x ∈ [−1, 1) into a larger interval θ ∈ [−πσ, π + πσ) ⊃ [0, π), where σ = 1

2
ε

1−ε > 0. Then, to build the 
Chebyshev expansion (29) for φ, we must first extend φ from θ ∈ [0, π) to this remaining portions of the larger interval, 
θ ∈ [−πσ, 0) ∪ [π, π + πσ), or, equivalently, to x ∈ [−1, −1 + ε) ∪ [1 − ε, 1). One way of doing that is to use the analytic 
expression for the function if it is available. Alternatively, we may build a smooth polynomial extension of any desired order 
from the endpoints θ = 0 and θ = π to θ ∈ [−πσ, 0) and θ ∈ [π, π + πσ), respectively. The specific form of this extension, 
however, is not important as long as the desired degree of smoothness that guarantees the desired rate of convergence 
of (29) is maintained. Indeed, the transformation Ex of (19) is going to be applied only to the Chebyshev basis functions 
on the original interval θ ∈ [0, π) rather than the extended interval θ ∈ [−πσ, π + πσ). In our previous paper [4], we 
concluded that taking ε = 0.001 was sufficient to avoid any undesirable computations near the endpoints of the Chebyshev 
interval, and this has been confirmed by the numerical results presented there. The considerations for the lower semicircle 
θ ∈ [π, 2π) and its corresponding mapping (30b) are identical. The end result is that we have an expansion of the following 
form for a given function φ(x):

φ(x) =
N∑

n=0

φ̂n Tn(x), x ∈ [−1 + ε,1 − ε), (31)

where the coefficients φ̂n are obtained using the function φ extended to the larger interval x ∈ [−1, 1). Since (29) is uni-
formly convergent on [−1, 1), it is necessarily uniformly convergent on any subinterval, in particular, on [−1 + ε, 1 − ε), 
since, for any given φ, the values of the expansions (29) and (31) must coincide on [−1 + ε, 1 − ε). Moreover, as has been 
mentioned, while the behavior of the expansion (31) may vary at the “tails” [−1, −1 + ε) ∪ [1 − ε, 1) depending on how the 
function φ was extended, this behavior is inconsequential since we never perform computations on these tails.

Let us now see how the partition of the circle Γ into the semicircles Γ1 and Γ2 will affect the algorithm as described 
thus far. First, we will have two double sets of coefficients instead of one (one double set per semicircle), so that for-
mula (24) is replaced by[

c(0,1), c(1,1)
]T = [

c(0,1)
0 , . . . , c(0,1)

N , c(1,1)
1 , . . . , c(1,1)

N

]T
,[

c(0,2), c(1,2)
]T = [

c(0,2)
0 , . . . , c(0,2)

N , c(1,2)
1 , . . . , c(1,2)

N

]T
, (32)

and c = [c(0,1), c(1,1), c(0,2), c(1,2)]T . The form of the expansion (20) of ξΓ becomes

ξΓ =
N∑

n=0

c(0,1)
n ψ

(0,1)
n +

N∑
n=0

c(0,2)
n ψ

(0,2)
n︸ ︷︷ ︸

(ξ0,0)

+
N∑

n=0

c(1,1)
n ψ

(1,1)
n +

N∑
n=0

c(1,2)
n ψ

(1,2)
n︸ ︷︷ ︸

(0,ξ1)

,

where

ψ
(0,1)
n =

{
(Tn,0) on Γ1,

(0,0) on Γ2,
ψ

(0,2)
n =

{
(0,0) on Γ1,

(Tn,0) on Γ2,

ψ
(1,1)
n =

{
(0, Tn) on Γ1,

(0,0) on Γ2,
ψ

(1,2)
n =

{
(0,0) on Γ1,

(0, Tn) on Γ2.
(33)

The extension of a given basis function (33) from Γ to γ is then computed by the same formulae (17–18) as before. The 
matrix Q H of (25) is now partitioned into two sets of two blocks, one set for each segment of the boundary, and will have 
the overall dimension |γ | × [2(N + 1) + 2(N + 1)]:

Q H = [
Q (1)

0 Q (1)
1 Q (2)

0 Q (2)
1

]
. (34)

The partition Γ = Γ1 ∪Γ2 will allow us to consider discontinuous boundary data, as discussed in the remainder of the paper; 
however, this partition allows for even more than that. In particular, one can take into account a mixed boundary condition, 
e.g., of the Dirichlet/Neumann type. We have conducted the corresponding simulations in [4], and here we only provide a 
brief example. If, say, the boundary condition (2b) is given by u|Γ1 = φ(θ), θ ∈ [0, π), and ∂u

∂n |Γ2 = λ(θ), θ ∈ [π, 2π), then 
we may proceed similarly to what we did in formulae (27) and (28), by multiplying Q (1)

0 and Q (2)
1 by the known coefficients 

{c(0,1)
n }N and {c(1,2)

n }N to form the system
n=0 n=0
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[
Q (1)

1 Q (2)
0

][
c(1,1) c(0,2)

]T = −TrG(h) f̃ − Q I f − Q (1)
0 c(0,1) − Q (2)

1 c(1,2),

which is then solved in the sense of least squares.

2. Near-boundary singularities

In Sections 1.3 through 1.5, we have shown how to solve the regularized BVP (2a–2b) by the method of difference 
potentials. In this section, we will show how to transition from the original BVP (1a–1b) for which the solution u may have 
singularities, to the new BVP (2a–2b), for which the solution is sufficiently smooth so that it can be approximated by means 
of a high order accurate scheme. For definiteness, we will first analyze the case of a Dirichlet boundary condition (1b) in 
problem (1a–1b) lΓ = 1. The Neumann and mixed cases are treated similarly, and in Sections 3 and 4 we present the setup 
and the results of computations for both Dirichlet and Neumann boundary conditions.

We allow the function φΓ (s) on the right-hand side of (1b) and/or its derivatives to have jump discontinuities at some 
locations on the boundary Γ . In addition, we allow the boundary Γ itself to have corners, i.e., be only piecewise smooth. 
Discontinuities of either type generally reduce the regularity of the solution in the vicinity of the corresponding boundary 
points, as some derivatives of the solution become unbounded. This, in turn, slows down the convergence of finite difference 
methods, see [4]. Hereafter, we describe a consistent and general approach to restoring the rate of convergence affected by 
the reduced regularity of the solution. It exploits an analytically derived asymptotic expansion of the solution near the 
“irregular” boundary points.

Specifically, let u0, u1, . . . , un be the first n + 1 consecutive terms of an asymptotic expansion of the exact solution u to 
the BVP (1a–1b) in the vicinity of a singular boundary point s = s0. Suppose that each term u j of this expansion is more 
regular than the previous term, u j−1, i.e., that u j has bounded derivatives up to a certain order which is higher than the 
order of the highest bounded derivative of u j−1. Subtracting the sum of n + 1 such terms from the exact solution u, we 
arrive at a new function v = u − (u0 + u1 + . . . + un), for which we formulate a new BVP [cf. BVP (2a–2b)]:{

Lv = −L(u0 + u1 + . . . + un),

v|Γ = φΓ (s) − (u0 + u1 + . . . + un)|Γ (35)

In general, the right-hand side −L(u0 + u1 + . . . + un) in (35) is nonzero because neither the individual terms u j of the 
expansion nor their sum are expected to satisfy the homogeneous Helmholtz equation. Our goal is to choose the terms u j
in such a way that the function v will have no singularities up to at least the derivative of order n, in which case problem 
(35) will be referred to as regularized.

By taking an appropriate value of n, one can make the solution v of the regularized problem (35) sufficiently smooth so 
that a given finite difference scheme will converge to v with the design rate. Then, by adding the analytically derived sum 
(u0 + u1 + . . . + un) to the computed solution v , one would restore the design order of accuracy for the overall discrete 
approximation of u.

In the remainder of this section, we derive the asymptotic form of the solution to the Helmholtz equation near the 
singular points at the boundary. Specifically, in Section 2.1 we follow [7] and solve Eq. (1a) near the vertex of a 2D plane 
wedge with straight boundaries. We focus on the Dirichlet case and describe the Neumann case more briefly. In Section 2.2, 
we use a conformal mapping to generalize the results of Section 2.1 for the case of boundaries with nonzero curvature. As 
an example, in Section 2.3 and Appendix A we consider both Dirichlet and Neumann data when Γ is a unit circle, although 
our techniques can accommodate more complex geometries as well.

2.1. Straight boundaries

Consider the Helmholtz equation (1a) in polar coordinates centered at the vertex of a 2D wedge with straight sides and 
angle ω. Let ρ and θ denote the polar radius and polar angle, respectively. Then, Eq. (1a) takes the form(

∂2

∂ρ2
+ 1

ρ

∂

∂ρ
+ 1

ρ2

∂2

∂θ2
+ k2(ρ, θ)

)
u(ρ, θ) = 0. (36)

Note though that unlike in (1a), we allow for the spatial variation of the wavenumber k in Eq. (36), because it proves useful 
for the analysis of curved boundaries in Section 2.2. Indeed, after the conformal mapping that we use to straighten the 
boundaries, a constant coefficient Helmholtz equation transforms into a variable coefficient Helmholtz equation.

Eq. (36) is supplemented by the boundary conditions on each side of the wedge:

u(ρ,0) = F (ρ), u(ρ,ω) = H(ρ). (37)

We assume that the data in (37) can be expanded into the power series:

F (ρ) =
∞∑

f jρ
j, H(ρ) =

∞∑
h jρ

j . (38)

j=0 j=0
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In doing so, expansions (38) are not required to match at the vertex of the wedge. In other words, the respective coefficients 
f j and h j in (38) may differ from one another. It is precisely this mismatch between the boundary data that will give rise 
to the singularities in the solution.

In addition, we assume that a convergent expansion exists for k2(ρ, θ) as well:

k2(ρ, θ) =
∞∑
j=0

k j(θ)ρ j. (39)

Representations (38) and (39) for the boundary data and the wavenumber, respectively, will be needed for constructing the 
asymptotic expansion of the solution u = u(ρ, θ) near the singularity.

Specifically, following [7] we seek an asymptotic expansion of the solution to Eq. (36) near ρ = 0 in the form of a series:

u(ρ, θ) =
∞∑
j=0

ρ j(A j(θ) lnρ + B j(θ)
)
. (40)

Substituting expansions (39) and (40) into Eq. (36) and requiring that the resulting coefficients in front of all terms ρ j and 
ρ j lnρ , j = 0, 1, 2, . . . , be independently equal to zero, we obtain two systems of second order ODEs for A j(θ) and B j(θ):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A′′
0 = 0,

A′′
1 + 12 · A1 = 0,

...

A′′
m+2 + (m + 2)2 Am+2 = −

m∑
j=0

km− j A j, m = 0,1,2...,

A j(0) = A j(ω) = 0, j = 0,1,2, ...,

(41)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

B ′′
0 = 0,

B ′′
1 + 12 · B1 = −2A1,

...

B ′′
m+2 + (m + 2)2 Bm+2 = −

m∑
j=0

km− j B j − 2(m + 2)Am+2, m = 0,1,2...,

B j(0) = f j, B j(ω) = h j, j = 0,1,2, ...

(42)

In formulae (41) and (42), primes denote differentiation with respect to θ , and the boundary conditions for B j(θ) at θ = 0
and θ = ω in (42) are obtained with the help of expansions (38).

Systems (41) and (42) are coupled and should therefore be solved concurrently, with individual equations addressed 
in the consecutive order starting with those for A0(θ), B0(θ). Schematically, we represent the solution sequence as fol-
lows: A0(θ) → B0(θ) → A1(θ) → B1(θ) → A2(θ) → B2(θ) → . . . . At each step of this sequence, j = 0, 1, 2, . . . , we solve a 
Sturm–Liouville problem of the type{

Ψ ′′
j + j2Ψ j = μ j(θ),

Ψ j(0) = a j, Ψ j(ω) = b j .
(43)

For system (41), i.e., when Ψ j = A j(θ), the right-hand side μ j(θ) in (43) involves lower order coefficients Ai(θ), i < j, in the 
form of a convolution with the coefficients k j(θ). For system (42), i.e., when Ψ j = B j(θ), the right-hand side μ j(θ) includes 
both lower order coefficients Bi(θ), i < j, and the coefficient A j(θ) of the same order.

Next, we will study the solvability of problem (43). To do so, it will be sufficient to consider only the case a j = b j = 0. 
Indeed, for system (41) the boundary conditions are homogeneous anyway, and for system (42) they can be easily made 
homogeneous by subtracting an arbitrary (smooth) function Ψ̃ j(θ) from the solution such that Ψ̃ j(0) = a j , Ψ̃ j(ω) = b j , and 
adjusting the right-hand side accordingly. Hence, the reduction of problem (43) to the case a j = b j = 0 presents no loss of 
generality. At the same time, it considerably simplifies the analysis and discussion below.

The Fredholm alternative holds for the Sturm–Liouville problem (43) for any given j and a j = b j = 0. It means that one 
of the following two scenarios transpires:

1. Problem (43) has a unique solution, which takes place if ω = π l
j , l = 1, 2, . . . . This is a non-resonant case: the Sturm–

Liouville operator L j ≡ d2

dθ2 + j2 subject to zero Dirichlet conditions has no non-trivial eigenfunctions; the inverse 
operator (Green’s function) L−1 exists; and the problem L jΨ j = μ j , Ψ j(0) = Ψ j(ω) = 0, can be uniquely solved.
j
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2. The resonant case. At ω = π l
j , l = 1, 2, . . . , there exists a nonzero eigenfunction of the Sturm–Liouville operator L j . This 

eigenfunction is merely Ψ̂ j(θ) = sin( jθ), up to a constant factor. In this case, problem (43) has a solution if and only if 
the solvability condition holds4:

ω∫
0

μ j(θ) sin jθdθ = 0. (44)

The solution is given by

Ψ j(θ) = C j sin jθ + 1

j

θ∫
0

{
cos jθ ′ sin jθ − sin jθ ′ cos jθ

}
μ j
(
θ ′)dθ ′, (45)

and is not unique, since the coefficient C j in front of the eigenfunction sin jθ is arbitrary and changing it will violate 
neither the differential equation nor the zero boundary conditions.

Next, it will be convenient to represent the wedge angle as ω = απ , where α may be either a rational number or an 
irrational number. Let us first assume that α is irrational. Then, problem (43) falls into the first proposition of the Fredholm 
alternative. The coefficients A j(θ) are all identically equal to zero, A j(θ) ≡ 0, j = 0, 1, 2 . . . , since the boundary conditions 
are zero and the solution is unique. The coefficients B j(θ) are uniquely determined and in general are not equal to zero 
identically due to the nonzero boundary conditions. Consequently, for the angles ω = απ with α irrational, we obtain a 
regular expansion of the solution with no singular logarithmic terms.

If α is a rational number, i.e., α = l
N , where l and N are positive integers with GCF 1, then for those jk for which jk

l
N is 

also a positive integer,

jk
l

N
= ck ∈ N , (46)

problem (43) falls into the second proposition of the Fredholm alternative. For these jk , the coefficients A jk (θ) = C (A)
jk

sin jkθ

are eigenfunctions of L jk , up to an arbitrary factor C (A)
jk

. Substituting a given A jk (θ) into the right-hand side of Eq. (42) for 

B jk (θ) and applying the solvability condition (44), we obtain an algebraic equation for the constant C (A)
jk

that can be uniquely 
solved.

On the other hand, the coefficient B jk (θ) appears only partially determined. While the second term in (45) is defined 
unambiguously, the first term contains the eigenfunction sin jkθ with an arbitrary constant C jk in front of it. Therefore, in 
the case of a rational α we obtain nonzero, uniquely determined coefficients A jk (θ) for the singular terms ρ jk lnρ , and par-
tially determined coefficients B jk (θ) for ρ jk . The successive solution of the coupled systems (41), (42) can be schematically 
shown as

A0(θ) B0(θ) . . . A j(θ) B j(θ) . . . A jk (θ) B jk (θ) . . .

C (A)
jk

. (47)

Diagram (47) emphasizes that at each step of the sequence the problem falls into one of the two propositions of the 
Fredholm alternative and either proceeds straightforwardly in the non-resonant case (like the j-th step in (47)) or makes a 
back loop in the resonant case (like the jk-th step).

We can also see from (46) that the first non-zero singular term A jk (θ)ρ jk lnρ appears in the series at j1 = N . So, as N
increases the expansion becomes more regular because the singularity moves to higher order terms. In the limit N → ∞, 
l → ∞, the ratio l/N approaches an irrational number as long as it remains finite and irreducible. Therefore, the singularity 
disappears and we arrive at the case of an irrational α discussed above.

Neumann boundary data and boundary data with fractional exponents In the case of a Neumann problem, the boundary condi-
tions are set for the normal derivatives on the sides of the wedge. For the previously described geometry, this is the same 
as specifying 1

ρ
∂u
∂θ

at θ = 0 and θ = ω:

1

ρ

∂u(ρ,0)

∂θ
= F (ρ) =

∞∑
j=0

f jρ
j,

1

ρ

∂u(ρ,ω)

∂θ
= H(ρ) =

∞∑
j=0

h jρ
j,

4 To verify this, consider the following chain of equalities: 0 = ∫ ω
0 Ψ (θ)L jΨ̂ (θ)dθ = ∫ ω

0 Ψ̂ (θ)L jΨ (θ)dθ = ∫ ω
0 Ψ̂ (θ)μ j(θ)dθ , where we have used the 

integration by parts and taken into account that L jΨ̂ (θ) = 0 and L jΨ j = μ j .
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or, equivalently,

∂u(ρ,0)

∂θ
= ρ F (ρ) =

∞∑
j=0

f jρ
j+1,

∂u(ρ,ω)

∂θ
= ρH(ρ) =

∞∑
j=0

h jρ
j+1. (48)

Expansions (48) suggest that one can seek a solution in the form of a series

u(ρ, θ) =
∞∑
j=0

ρ j+1(A j(θ) lnρ + B j(θ)
)

(49)

which differs from (40) only in that the respective powers of ρ are increased by one. Expansion (49) yields the systems 
similar to (41–43), but with different coefficients in the equations and with Neumann boundary conditions in the counter-
part of the Sturm–Liouville problem (43). The procedure for solving these coupled systems (for A j(θ) and B j(θ)) remains 
the same as for the Dirichlet case.

We can also consider a more general class of the boundary data, with expansions that include non-integer powers:

F (ρ) = ρβ
∞∑
j=0

f jρ
j, H(ρ) = ργ

∞∑
j=0

h jρ
j, 0 < β,γ < 1.

In this case the overall problem should be split into two subproblems using linear superposition. The first subproblem will 
have the expansion

u(1)(ρ, θ) =
∞∑
j=0

ρ j+β
(

A j(θ) lnρ + B j(θ)
)
,

with F (1)(ρ) = F (ρ) and H (1)(ρ) = 0 as the boundary data. Likewise, the second expansion will have the form

u(2)(ρ, θ) =
∞∑
j=0

ρ j+γ
(

A j(θ) lnρ + B j(θ)
)
,

with F (2)(ρ) = 0 and H (2)(ρ) = H(ρ), respectively.

2.2. Curved boundaries

In this section, we build an asymptotic expansion of the solution to the Helmholtz equation (1a):(
∂2

∂x2
+ ∂2

∂ y2

)
u(x, y) + k2u(x, y) = 0 (50)

near a point on the curved (i.e., non-straight) boundary where the data undergo a discontinuity. We assume that the domain 
Ω is a disk of radius R centered at the origin on the (x, y)-plane.5 Introducing the polar coordinates (r, ϕ), we can write 
the boundary condition (1b) as follows:

u|r=R = φΓ (ϕ). (51)

The function φΓ (ϕ) and/or its derivatives may have jump discontinuities for some given values of ϕ . Furthermore, the 
wavenumber k in Eq. (50) may, in general, vary with coordinates, k = k(x, y), and we have chosen a constant wavenumber 
only for simplicity, since it becomes a variable quantity after the conformal mapping that we introduce below.

Let ϕ = 0 be one of the points on the boundary where φΓ (ϕ) and/or its derivatives is discontinuous.6 We would like to 
build an asymptotic expansion to the solution of Eq. (50) in the vicinity of (R, 0). For that purpose, we will use a conformal 
mapping z = x + iy �→ ζ = ξ + iη that will help reduce the problem to the case we have analyzed previously, in Section 2.1. 
Specifically, the fractional linear transform

ζ = i
R − z

R + z
(52)

maps the disk of radius R onto the half-plane η ≥ 0 in the (ξ, η)-coordinates (see Fig. 2). The upper (lower) semi-circle is 
mapped onto the positive (negative) real semi-axis ξ > 0 (ξ < 0). The point (R, 0) is mapped into the origin (0, 0) of the 
(ξ, η)-plane whereas the opposite point (−R, 0) corresponds to ±∞ on the real axis ξ .

5 In Section 1.1, we have indicated that the radius of the circle can be taken as R = 1 for simplicity; this will be our choice for the numerical simulations 
of Section 4 as well. Moreover, the choice of a circular shape in the first place is also only a matter of convenience as it makes the conformal mapping 
that we are going to use particularly simple (fractional linear). Otherwise, it does not present a loss of generality, and our technique can, in fact, address a 
singularity at the vertex of an arbitrary wedge with curved sides.

6 This assumption involves no loss of generality as we can always rotate the frame.



228 S. Britt et al. / Applied Numerical Mathematics 93 (2015) 215–241
Fig. 2. Conformal mapping (52).

It is well known that under a general conformal mapping ζ = ζ(z), the Helmholtz equation (50) transforms as follows:(
∂2

∂ξ2
+ ∂2

∂η2

)
u(ξ,η) + ∣∣z′(ζ )

∣∣2k2u(ξ,η) = 0, (53)

where z = z(ζ ) is the function inverse to ζ = ζ(z), and a prime denotes differentiation (in the Cauchy–Riemann sense). For 
mapping (52), Eq. (53) becomes:(

∂2

∂ξ2
+ ∂2

∂η2

)
u(ξ,η) + 4k2 R2

[(ξ + 1)2 + η2]2
u(ξ,η) = 0, (54)

and we observe that now the wavenumber varies as a function of ξ and η. The boundary condition (51) for Eq. (54) is set 
on the real axis ξ (i.e., the axis η = 0):

u(ξ,0) = f (ξ), (55)

where the function f (·) is obtained from the original φ(·) of (51) via the inverse transform z = z(ζ ). Any discontinuities of 
the boundary data at the point ϕ = 0 in (51) are therefore translated to the point ξ = 0 after the mapping (52).

Next, we introduce polar coordinates ξ = ρ cos θ , η = ρ sin θ on the (ξ, η)-plane, see Fig. 2, and recast equation (54) on 
the half-plane η � 0 in terms of ρ and θ . This yields the Helmholtz equation in the form (36) with the variable wavenumber

k2(ρ, θ) = 4k2 R2

[1 + ρ2 + 2ρ cos θ]2
, (56)

where the constant k is the physical wavenumber introduced in (50).
Thus, we have reduced the original problem (50–51) formulated on the disk Ω to the Helmholtz equation with variable 

wavenumber (56) to be solved on the semi-plane 0 � θ � π . In the framework of Section 2.1, this semi-plane can be 
interpreted as a wedge with the angle ω = π , and the location of singularity in the solution of Eq. (36), (56) will be ρ = 0. 
Accordingly, boundary condition (55) on the ξ -axis is reformulated as two conditions on two sides of the wedge:

u|θ=0 = f (ρ),

u|θ=π = f (−ρ). (57)

Next, we express the variable wavenumber (56) in the form (39). To do so, we merely expand the right-hand side of (56)
in Taylor series with respect to ρ while treating θ as a parameter:

k2(ρ, θ) = 4(kR)2︸ ︷︷ ︸
≡k0(θ)

+ (−16(kR)2 sin θ
)︸ ︷︷ ︸

≡k1(θ)

ρ + 8(kR)2(6sin2θ − 1
)︸ ︷︷ ︸

≡k2(θ)

ρ2 + . . . . (58)

Then, we apply the approach of Section 2.1 to the plane wedge with the angle ω = π . Then, having obtained the desired 
number of terms in the asymptotic expansion of the solution in polar coordinates (ρ, θ), we transform them into the 
original (x, y) or (r, ϕ) coordinates using the inverse of the conformal mapping (52). The relationship between (ρ, θ) and 
(x, y) under mapping (52) is

ρ(x, y) =
√

(x − R)2 + y2

(x + R)2 + y2
, (59)

θ(x, y) =
⎧⎨
⎩arctan R2−x2−y2

2R y , y > 0,

π + arctan R2−x2−y2
, y < 0.

(60)
2R y
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As we see from (59), ρ(x, y) → 0 as x → R and y → 0. This is expected since the point (R, 0) is mapped into the origin of 
the (ξ, η) frame, where ρ(ξ, η) =√

ξ2 + η2 → 0 as ξ, η → 0. On the other hand, when x → −R and y → 0, ρ(x, y) becomes 
unbounded since the point (−R, 0) corresponds to ±∞ on the real axis ξ . Therefore, expansion (40), which is designed to 
approximate the solution near (R, 0), becomes unbounded at the opposite point (−R, 0) and cannot be used in the vicinity 
of this point even formally. The latter circumstance is important from the implementation viewpoint (see the discussion in 
the description of Test 1 in Section 2.3).

Later, we will also need to consider the behavior of several functions of ρ and θ in the vicinity of the point (R, 0). The 
corresponding analysis is most straightforward in the (ξ, η) coordinates at the origin (0, 0). Since mapping (52) is analytic 
near this point, the analytical properties of a given function established in the (ξ, η) coordinates will remain the same in 
the (x, y) or (r, ϕ) coordinates. Omitting the simple calculations, we present the following results:

• Function (60) is undefined at the point (R, 0) and its first partial derivatives are unbounded there.
• Any combination ρ jθ , where j is a non-negative integer, has unbounded derivatives at (R, 0) starting from order ( j +1).
• Products of the kind ρ j sin jθ , ρ j cos jθ , ρ j sin(( j − 2)θ), ρ j cos(( j − 2)θ) are regular with all of their derivatives at 

(R, 0).
• The j-th derivative of the term ρ j lnρ is discontinuous at (R, 0).

Finally, we emphasize that a small region near the vertex of any curvilinear wedge can be conformally mapped onto a 
small region near the vertex of a straight angle. Therefore, the same approach as we are presenting here for the disk will 
apply to more complicated geometries as well.

2.3. Test problems

In this section, we introduce six test problems with discontinuous boundary conditions set on the circle of radius R . 
The first three tests correspond to the Dirichlet problem with a jump discontinuity in (i) the boundary data itself, (ii) the 
first tangential derivative, and (iii) the second tangential derivative. The remaining three tests correspond to the Neumann 
problem with singularities in the boundary data and their first and second tangential derivatives. We discuss Test 1 in 
greater detail as an example, leaving the description of the other test problems for Appendix A.

Test 1 We consider piecewise constant Dirichlet data for Eq. (36) with k2(ρ, θ) given by (56):

u|r=R =
{

1, 0 < ϕ < π,

0, π < ϕ < 2π.
(61)

The Dirichlet data (61) undergo a unit jump at ϕ = 0 and at ϕ = π . After the transformation (52), boundary condition (57)
for the piecewise constant data (61) reads:

u|θ=0 = 1,

u|θ=π = 0. (62)

Next, we solve Eqs. (41–42) consecutively for the first five pairs of coefficients A j(θ), B j(θ). According to (62), we take 
f0 = 1, h0 = 0, and f j = h j = 0 for j = 1, 2, 3, 4 in the expansion (38), while k j are given by (58). The solution we arrive at 
is the following:

A0(θ) = A1(θ) = A3(θ) ≡ 0,

A2(θ) = −k2 R2

π
sin 2θ,

A4(θ) = k2 R2

3π

[(
3 − k2 R2/4

)
sin 4θ + k2 R2 sin 2θ

]
, (63)

B0(θ) = 1 − θ

π
, B1(θ) = C (B)

1 sin θ,

B2(θ) = C (B)
2 sin 2θ + k2 R2

(
1 − θ

π

)
(cos 2θ − 1),

B3(θ) = C (B)
3 sin 3θ − C (B)

1
1

k2 R2 sin θ + 2k2 R2(1
sin 2θ + 1 − θ

)
sin θ,
2 π 2 π
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B4(θ) = C (B)
4 sin 4θ − C (B)

2
1

3
k2 R2 sin 2θ + C (B)

1
4

3
k2 R2 sin4 θ

− k2 R2

6π

[
(θ − π)(cos 2θ − 1)

((
k2 R2 − 12

)
cos 2θ − k2 R2)

− 1

24
sin 2θ

(
3 cos 2θ

(
k2 R2 − 12

)− 16k2 R2 − 96
)]

. (64)

For convenience, we introduce a shorthand notation for the truncated asymptotic expansion at the point (R, 0) [cf. formula 
(40)]:

u(R,0) =
4∑

j=0

u(R,0)
j , (65)

where

u(R,0)
j = ρ j(A j(θ) lnρ + B j(θ)

)
. (66)

Again, in practice, ρ and θ in formulae (63–66) should be regarded as functions of the coordinates (x, y) or (r, ϕ) on the 
disk according, e.g., to transformation (59–60).

Each subsequent term in the sum (65) is more regular than the previous term, i.e., a singularity appears in the derivatives 
of (at least) one order higher than that for the previous term. Indeed, for each individual term (66) we can write with the 
help of (63–64) and the considerations on regularity presented (in the form of a bulleted list) at the end of Section 2.2:

u(R,0)
j = . . . ρ j lnρ︸ ︷︷ ︸

j-th derivative
is discontinuous

+ . . . ρ jθ︸︷︷︸
( j+1)-th derivatives

are discontinuous

+ . . . . (67)

In formula (67), the dots substitute for the unimportant multiplicative constants, as well as for the regular terms. We thus 
see that the lowest order discontinuous derivative is the j-th derivative that appears in the logarithmic term.

At this point, we can justify why we have truncated expansion (40) after j = 4, i.e., why we took exactly five terms in 
expansion (65). According to (67), with five terms used in (65) the difference v = u − u(R,0) =∑

j�5 ρ j(A j(θ) lnρ + B j(θ))

will be free of the first five low-order terms that may exhibit a singularity at the point (R, 0), and its expansion will start 
with the terms ∝ ρ5, thereby guaranteeing the continuity of all derivatives up to the fourth order.

Moreover, a direct calculation suggests that the terms u(R,0)
j of (66) with the coefficients (63–64) do not satisfy the 

Helmholtz equation. Therefore the right-hand side of the regularized problem (35) is nonzero in this case (which is also to 
be expected in general):

f = −Lu(R,0) = L
(
u − u(R,0)

)= Lv. (68)

In (68), we have taken into account that Lu = 0 for the exact solution u. The degree of regularity of f given by (68) is 
important from the standpoint of using the compact scheme (3), because the five node stencil applied to f on the right-hand 
side of (3) renders a central difference approximation of the second derivatives of f , see [8,17,3]. Those derivatives are 
guaranteed to be continuous if expansion (65) contains at least five terms.

To summarize, we differentiate v = u − u(R,0) four times altogether, with every differentiation reducing the degree of 
regularity by one. Therefore, to maintain the continuity and boundedness of all quantities employed by our numerical 
algorithm we need an expansion that is four times continuously differentiable. This is facilitated by taking at least five 
terms in (65).

The boundary data for the regularized problem (35) are given by u − u(R,0)|r=R . For the current test case, the asymptotic 
solution u(R,0) takes a very simple form on the circle r = R . Indeed, the function θ(x, y) of (60) is equal either to zero (for 
y > 0) or to π (for y < 0) at r = R . Therefore, according to (63–64), u(R,0) equals one on the upper semi-circle and equals 
zero on the lower semi-circle. Taking into account the boundary conditions (61), we conclude that the Dirichlet boundary 
data for the regularized problem are zero on the entire circle r = R . In general (see Appendix A), the regularity of the 
boundary data for the regularized problem matches that of the solution to the regularized problem.

It is also to be noted that the expansion of the truncation error for scheme (3) starts with sixth order derivatives of 
the solution, see [8,17,3]. To maintain their boundedness, we would formally need to include additional terms into the sum 
(65) beyond j = 4; however, as demonstrated by our numerical experiments in Section 4, taking five terms proves sufficient 
for restoring the design fourth order convergence rate of the method of difference potentials if applied to the regularized 
problem (35) or, equivalently, (2a–2b).

Finally, we note that the asymptotic expansion u(−R,0) at the opposite singular point (−R, 0) can be obtained with no 
additional effort, by an even reflection about the y axis (i.e., x �→ −x, y �→ y in the expressions (59–60)), because the original 
problem with boundary data (61) possesses this symmetry. This symmetric configuration has been chosen for simplicity; it 
presents no loss of generality. To suppress the singularities of the solution at both singular points, (R, 0) and (−R, 0), one 
should use the sum u(R,0) + u(−R,0) of the corresponding asymptotic expansions.
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Fig. 3. Function (70) on the disk R = 1. The parameters are r1 = 0.1, r2 = 0.9, ϕ1 = π/12, ϕ2 = π/3.

Implementation notes First of all, the coefficients B j(θ) given by (64) include some undetermined constants C (B)
j , see 

Eq. (45) and the discussion that follows. From the standpoint of theory, this uncertainty presents no problem. In practice, 
however, we must still decide how to handle it.

We again refer to the bulleted list at the end of Section 2.2 and see that all the terms in the expressions B j(θ)ρ j , 
j = 0, . . . , 4, except those that contain θ as a factor are regular at (R, 0) with all their derivatives. We also recall that 
the sole purpose of using the truncated asymptotic expansion (65) is to subtract it from the exact solution and thereby 
remove the near-boundary singularity or, more precisely, reduce it to a level beyond which the finite difference scheme 
becomes insensitive to higher order singular terms. Therefore, keeping the aforementioned regular terms in or dropping 
them from (65) will make no difference as far as achieving our key goal,7 which is restoring the design convergence rate of 
the numerical method. As such, we can set the undetermined coefficients C (B)

j to zero for convenience. Moreover, we could 
have omitted all other terms in the expressions for B j(θ) except those containing θ because those terms are regular as well. 
However, we have chosen to keep them in our tests since having or not having an additional regular component in the 
expansion will not affect the numerical performance in any way. Indeed, the only essential requirement of the regularized 
problem (2a–2b) or (35) is that its solution must be sufficiently smooth so as to re-enable the design high order of accuracy 
of the scheme. If this requirement is met, then the regularized problem can be solved numerically, and the solution to the 
original problem can subsequently be restored by adding back the previously subtracted singular part.

Next, to compute the right-hand side for the regularized problem, one applies the Helmholtz operator to the sum of the 
asymptotic expansions, u(R,0) + u(−R,0) . Hence, the latter must be known everywhere on the disk Ω . As, however, has been 
mentioned, the function ρ(x, y) given by (59) is unbounded at the opposite point (−R, 0), and, consequently, the function 
u(R,0) is not defined there. Likewise, the function u(−R,0) is not defined at the point (R, 0). Therefore, to achieve the desired 
regularization, instead of subtracting (u(R,0) + u(−R,0)) from the exact solution u, we will first modify u(R,0) and u(−R,0) in 
a particular way and then subtract:

v = u − (
μ(R,0)u(R,0) + μ(−R,0)u(−R,0)

)
. (69)

The multipliers μ(R,0) and μ−R,0) in Eq. (69) are smooth functions equal to unity on some neighborhood of (R, 0) and 
(−R, 0), receptively. Further away from (±R, 0), those multipliers gradually decay to zero. An example of a suitable μ(R,0)

on the unit disk is shown in Fig. 3. The function μ(−R,0) is an even reflection of μ(R,0) around the y axis.
What Fig. 3 actually represents is the function defined in polar coordinates:

μ(R,0)(r,ϕ) = μr(r)μϕ(ϕ), (70)

where

μr(r) ≡ P6

(
r − r1

r2 − r1

)
, (71)

7 The same applies not only to the genuine regular terms but also to the terms that have sufficiently many continuous derivatives.
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μϕ(ϕ) ≡
{

1 − P6(
ϕ−ϕ1
ϕ2−ϕ1

), 0 < ϕ < π,

1 − P6(− ϕ+ϕ1
ϕ2−ϕ1

), −π < ϕ < 0,
(72)

and

P6(x) =
{0, x < 0,

x7(924 x6 − 6006 x5 + 16380 x4 − 24024 x3 + 20020 x2 − 9009 x + 1716), 0 < x < 1,

1, x > 1.

(73)

The univariate function P6(x) grows smoothly from zero to one on the interval [0, 1]. Its first six derivatives are continuous 
at both endpoints, x = 0 and x = 1, where they all are equal to zero, while the seventh derivative undergoes a jump. In (71), 
r1 and r2 denote some positive numbers such that r1 < r2 < R . Therefore, the function μr(r) of (71) smoothly increases 
from zero to one in the radial direction on the annulus {r1 � r � r2}, i.e., strictly inside the disk Ω = {0 � r � R}. Similarly, 
the angles ϕ1 and ϕ2 are chosen so that 0 < ϕ1 < ϕ2 < π . Then, the function μϕ(ϕ) of (72) is equal to one in the sector 
|ϕ| � ϕ1, symmetrically decays to zero for ϕ1 < |ϕ| < ϕ2, and vanishes for |ϕ| � ϕ2. Altogether, this guarantees the desired 
behavior of μ(R,0) of (70).

We emphasize that the multiplies μ(±R,0) introduced in (69) are, of course, going to affect both the right-hand side, 
see formula (68), and the boundary data of the regularized problem (35). The resulting final formulation of the regularized 
problem that is actually solved numerically by the method of difference potentials is presented in Section 3.1.

The remaining five test cases are described in detail in Appendix A. Out of the five, two are Dirichlet problems with 
near-boundary singularities of decreasing strength — one is due to a jump discontinuity in the first derivative of the data 
function and the other is due to a jump discontinuity in the second derivative of the data function. The rest are Neumann 
problems, altogether three, and they also have near-boundary singularities of decreasing strength, due to a jump in the data 
function itself, its first derivative, and its second derivative, respectively. In Appendix A, we present the boundary conditions 
for the remaining five test problems (that replace (61)) and provide the coefficients of their asymptotic expansions. In this 
section, we make a few general comments:

• For all the tests, we use symmetry w.r.t. the y axis to obtain the expansion u(−R,0) .
• The undetermined coefficients C (B)

j are set to zero in all tests.

• The multipliers μ(±R,0) , see (70), are used in all the tests to enable the independent treatment of each individual 
singular point.

• The degree of smoothness and the number of terms in the expansion are determined as follows. In the Dirichlet tests 
with the discontinuous first and second derivatives the non-trivial (i.e., non-constant) terms in the asymptotic expansion 
begin with the functions u(±R,0)

1 and u(±R,0)
2 , respectively. Hence, the solution in these cases is smoother than that 

of Test 1, which is natural because the boundary data are smoother. Nevertheless, even for these smoother settings 
we should truncate the expansion exactly at the same level (at u(±R,0)

4 term) as for Test 1 to maintain the desired 
smoothness of the right-hand side.

• The asymptotic expansion for the Neumann problems takes the form (49), with the respective exponents greater by one 
than those in the Dirichlet expansion (40). Therefore, we can truncate the Neumann expansion at one term earlier (at 
j = 3), which proves sufficient for the regularized difference v to have four continuous derivatives.

3. Solution by difference potentials in the presence of singularities

3.1. Regularized problem

Assume now that we have a boundary value problem (1a), (1b) on the unit disk Ω with boundary condition (1b) that is 
not smooth at the points ϕ = 0 and ϕ = π on the unit circle Γ . We then build the appropriate singular functions {u(R,0)

j }M
0=1

via the methods of Section 2 (for all the examples of Section 2.3 and Appendix A, it proves sufficient to take M = 4) and 
formulate the regularized BVP (2a–2b) by subtracting the singular functions multiplied by the cutting function μ(R,0) from 
the solution u in the original BVP (1a–1b). By taking advantage of symmetry that helps us address the opposite singular 
point (−R, 0) with no additional effort and collecting the known terms on the right-hand side, we arrive the regularized 
BVP, for which we have previously used the generic notation (2a–2b) [cf. Eqs. (35), (68), and (69)]:

Lu = −
M∑

j=0

L
(
μ(R,0)u(R,0)

j

)−
M∑

j=0

L
(
μ(−R,0)u(−R,0)

j

) def= f , x ∈ Ω, (74a)

lΓ u = φΓ −
M∑

j=0

lΓ
(
μ(R,0)u(R,0)

j

)−
M∑

j=0

lΓ
(
μ(−R,0)u(−R,0)

j

) def= ψΓ . (74b)

In formula (74b), we allow the boundary operator lΓ to specify a Dirichlet or Neumann condition. By design, both the 
right-and side f of the regularized BVP (74a) and the regularized boundary data ψΓ of (74b) are sufficiently smooth on 
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their respective domains, with at least two and four continuous derivatives, respectively, at the singular points ϕ = 0 and 
ϕ = π on the boundary Γ .

The method of difference potentials, as described in Sections 1.1–1.5, can now be applied to the regularized problem 
(74a–74b) without degradation of the design fourth order convergence rate of the overall scheme. Let uR denote the “reg-
ular” solution, i.e., the solution to the regularized problem (74a–74b) by the method of difference potentials, which, for 
a particular grid N on the square auxiliary domain, has its values defined on the nodes N+ (recall that this is the set of 
interior nodes of Ω plus a “fringe”, see Fig. 1). Then the numerical solution u to the original singular problem (1a–1b) at 
the nodes N+ is given by simply adding back the singular expressions calculated at these nodes:

u|N+ = uR + μ(R,0)
∣∣
N+

M∑
j=0

u(R,0)
j

∣∣∣∣∣
N+

+ μ(−R,0)
∣∣
N+

M∑
j=0

u(−R,0)
j

∣∣∣∣∣
N+

. (75)

Therefore, the algorithm for the method of difference potentials presented in Sections 1.1–1.5 does not change at all; 
in fact, what changes is the problem which we solve by difference potentials. In other words, we rephrase the original 
singular problem (1a–1b) as the regularized problem (2a–2b) which takes the specific form (74a–74b), apply the method of 
difference potentials to the regularized problem (74a–74b), and then add back the singular terms as in (75).

3.2. Solution of multiple problems at low cost

The algorithm of the method of difference potentials described in Sections 1.1–1.5 admits computationally inexpensive 
solutions to problems which share certain similar features. The most expensive component of the algorithm is the appli-
cation of the projection operator, which involves the inverse G(h) of the finite difference operator L(h) , i.e., the solution of 
the discrete AP (5a–5d), see Section 1.3. Building the matrix Q H of (25) or (34) that enters into the BEP (26) requires that 
the projection operator be applied to each basis function once it has been extended to the discrete boundary γ . In the case 
Γ = Γ1 ∪ Γ2, which corresponds to (34), this amounts to a total of 4(N + 1) applications of the projection [cf. the number 
of Chebyshev basis functions in (33)]. Additionally, there will be two applications of the inverse operator G (h) which are 
associated with the right-hand side f of (74a), one for the term TrG(h) f , and one more to compute the inhomogeneous 
contribution to the extension, Q I . One more application of the projection is required to obtain the final numerical solution 
since it is expressed by the generalized Green’s formula (9) once the system for the Chebyshev coefficients has been solved 
via QR.

Therefore, provided that matrix Q H is unchanged, the overall computational cost of solving a new problem is small. 
In particular, this means that we are able to solve problems with different right-hand sides f in (2a) or boundary condi-
tions (2b) without the need to redo the expensive computations associated with applying the projection to each individual 
basis function. In the numerical simulations of Section 4, all of the problems have singularities at the same locations, 
ϕ = 0, π , on the unit circle Γ . Hence, they differ only by the right-hand side of the regularized equation (74a) and the 
boundary data ψΓ in (74b), which result from the singular functions specific to a given problem, see Section 2.3 and Ap-
pendix A. Moreover, the change of the type of the boundary condition from Dirichlet to Neumann does not incur any further 
computational cost either. Consequently, we can solve all those problems by computing Q H only once and then performing 
a small amount of additional computations per individual problem at a low cost.

4. Numerical simulations

As indicated in Section 1.1, we will be solving the homogeneous Helmholtz equation (1a) subject to boundary condi-
tion (1b) on a disc Ω of radius 1, centered at the origin. For the purpose of using the method of difference potentials, Ω is 
embedded in an auxiliary domain that is a square of side length 2.2, also centered at the origin, see Section 1.3. We form 
series expansions of the boundary data using Chebyshev basis functions as described in Section 1.5. The originally posed 
problem is modified using the method of singularity subtraction outlined in Section 2, with particular singular functions 
for each problem derived in Section 2.3 and Appendix A. This results in an inhomogeneous problem (2a–2b) or (74a–74b)
which no longer has discontinuity in the boundary condition and whose right-hand side is sufficiently smooth. The solution 
of problem (74a–74b) is therefore expected to possess sufficient regularity so that the method of difference potentials will 
yield the numerical solution at the design rate of grid convergence for the scheme (3), which is fourth order. After com-
puting the numerical solution to this regularized problem, we add back the singular functions to the numerical solution in 
order to obtain an approximation to solution of the original singular problem (1a–1b).

4.1. Parameters of the computational setting

In all of the following test problems, the calculations are conducted via the fourth-order accurate compact finite differ-
ence scheme (5a) supplemented by the Sommerfeld-type boundary conditions (5c–5d) at the left and right edges of the 
auxiliary square and a Dirichlet condition (5b) at its top and bottom edges. These computations are carried out on a series 
of Cartesian grids containing 64, 128, 256, 512, 1024, and 2048 cells uniformly spaced in each direction, with each grid 
being nested within the previous. We do not suppose, in general, that the exact solution to each problem is known, and 
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thus we use this nesting of the grids to compute the error in the “Cauchy sense,” the maximum absolute value of the dif-
ference between the two numerical solutions on a pair of consecutive grids, with this difference evaluated at the nodes of 
the coarser grid. The convention which we adopt in Tables 2–7 is that the coarser grid involved in the computation of the 
error is shown, and the convergence rates shown are computed as the binary logarithm of the ratios of successive errors. 
For the first test, we have also found the exact solution explicitly (Section 4.2), which enables a direct study of the grid 
convergence as an additional validation of our method.

The number of basis functions N used to expand the boundary data according to formula (33) is chosen specifically 
for each grid and each problem. On one hand, the number of basis functions must approximate the boundary data with 
accuracy that matches or exceeds the accuracy of the finite difference scheme (5a–5d). On the other hand, having too 
many basis functions on a given grid will result in a loss of accuracy. The reason is that each Chebyshev basis function 
is more oscillatory than the previous one. Eventually, for a particular grid, a basis function is reached whose oscillations 
are finer than the grid size, and hence all subsequent basis functions become essentially indistinguishable by the grid. This 
artificial loss of accuracy is alleviated when moving to finer grids, which may give the false impression of an unusually 
high convergence rate. We have observed by trial-and-error that the threshold for the loss of accuracy due to having too 
many basis functions on the coarsest grid, 64 × 64, is around N = 45 basis functions. Therefore, we adhere to the following 
strategy of determining the appropriate number of basis functions in each case:

1. We run the simulation first on the coarsest grids, 64 × 64 and 128 × 128, using 45 basis functions on each. By saving 
the matrix Q H from each test, we can very cheaply reduce the number of basis functions in subsequent simulations by 
simply eliminating the corresponding columns of Q H , or, if we instead wish to add more basis functions, we may also 
prevent redundant computation by only computing the additional columns of Q H that we desire.

2. We run the simulation again on the 64 × 64 grid with fewer and fewer basis functions, computing the error for each 
test by comparing the solution to the one on the 128 × 128 grid. At first the error drops because the number of basis 
functions decreases from N = 45, which is too many, to smaller values. Then, it reaches what we will refer to as the 
“grid error” — that is, the error which is free from both the interference due to oscillations in higher basis functions 
and from the insufficiently accurate approximation of the boundary data. The design rate of grid convergence can be 
observed if the number of basis functions falls into this middle range (not too many, but enough for approximating the 
boundary data), which is different for each grid.

3. Once the grid error has been determined, we compute the truncation error of the Chebyshev expansion of the boundary 
data for the minimum number of basis functions which yields the grid error. This truncation error can be evaluated 
by computing the expansion with many more basis functions and then looking at the maximum absolute value of the 
coefficients beyond the chosen point which yields the grid error.

4. Now, knowing that the finite difference scheme is fourth order accurate, and that our consecutive grids will each have 
twice as many nodes in each direction, we expect that the grid error for the 128 × 128 grid will be smaller than that of 
the 64 × 64 grid by a factor of 16. Therefore, we obtain the necessary truncation error for the Chebyshev series on the 
128 × 128 grid by dividing the truncation error of the Chebyshev series obtained on the 64 × 64 grid by 16, and then 
determine the number of coefficients required to achieve this truncation error on the finer grid. The resulting number 
of coefficients should be sufficient to achieve the grid error on the 128 × 128 grid. According to step 1, we may need to 
compute only the additional columns of Q H that correspond to the basis functions beyond N = 45, if necessary.

5. For all subsequent grids, we continue to divide the truncation error obtained in step 4 by another factor of 16 (so that 
for the grid 256 × 256, we are dividing the original truncation error by 162, and so on) and then find the appropriate 
number of Chebyshev terms corresponding to that grid the same way as before.

Note that if the Chebyshev expansions of the boundary functions converge too slowly, then the minimum number of basis 
functions required to represent the boundary data may exceed the capability of the grid to resolve the basis functions. 
However, this has never been observed in practice and is, in fact, prevented by design. Recall that the convergence of 
the Chebyshev series depends on the smoothness of the function being expanded, see the comments right after Eq. (29). 
While the original boundary data in our problems are discontinuous, the boundary data are “smoothened” by the process 
of singularity subtraction, so that the data on which we perform the expansion have at least 4 continuous derivatives. This 
has proven to be sufficient for our case, as the results in Tables 2–7 confirm. Since the number of basis function on each 
grid depends on the boundary data of the problem, our particular choices are displayed in Tables 2–7.

The circular boundary Γ is partitioned into two arcs which meet, by design, at the discontinuity locations of the bound-
ary data, so that Γ1 = {r = 1, 0 < ϕ < π}, Γ2 = {r = 1, π < ϕ < 2π}. Thus, the trace of the solution along each arc of 
the circle is independently represented by its own set of Chebyshev basis functions.8 We implement the Chebyshev basis 
functions on an extended interval [−1 − ε, 1 + ε] in order to avoid numerical difficulties that arise when computing the 

8 These bases need not have the same dimensions: neither the bases on each arc or even the bases for the Dirichlet or Neumann portions of the data 
need to match. That is, we could instead assign altogether 4 different numbers of basis functions, one for each of the two arcs and one for each component 
of the Cauchy data on each arc. It is only for convenience that we use the same number of basis functions N on each arc and each component of the data.
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Table 1
Results for Dirichlet boundary data with discontinuity.

Grid k = 5 k = 15

N Error Conv. rate N Error Conv. rate

64 × 64 30 2.46 – 40 0.73 –
128 × 128 30 6.40 × 10−4 11.91 40 4.72 × 10−2 3.96
256 × 256 45 2.48 × 10−5 4.69 50 3.02 × 10−3 3.97
512 × 512 70 1.58 × 10−6 3.97 53 1.91 × 10−4 3.99
1024 × 1024 81 3.60 × 10−7 2.13 71 1.19 × 10−5 4.00

Table 2
Results for Dirichlet boundary data with discontinuity. The error is computed by comparison to the approximation 
(77) of the exact solution.

Grid k = 5 k = 15

N Error Conv. rate N Error Conv. rate

64 × 64 30 2.4 × 10−3 – 40 0.81 –
128 × 128 30 1.39 × 10−4 4.11 40 5.58 × 10−2 3.86
256 × 256 45 2.33 × 10−6 5.90 50 3.21 × 10−3 4.12
512 × 512 70 1.15 × 10−7 4.34 53 2.03 × 10−4 3.99
1024 × 1024 81 8.38 × 10−9 3.78 71 1.27 × 10−5 3.99

derivatives of the Chebyshev functions near the endpoints of the interval [−1, 1]. In all of the simulations, this parameter is 
chosen to be ε = 0.001 (for details on the choice of this parameter, see [4]).

The computer implementation of the algorithm is performed in MATLAB.

4.2. Test 1: discontinuous Dirichlet boundary data

The specified Dirichlet condition is discontinuous,

u|r=1 =
{

1, 0 < ϕ < π,

0, π < ϕ < 2π,

and the coefficients of the singular terms are given by (63–64). The results are presented in Table 1.
As an additional corroboration of the performance of the method, in Table 2 we present a comparison to the exact 

solution for this test problem:

u(r,ϕ) = 1

2

J0(kr)

J0(kR)
+ 2

π

∞∑
n=0

J2n+1(kr)

J2n+1(kR)

sin(2n + 1)ϕ

2n + 1
, (76)

where Jn are the Bessel functions of the first kind and R is the radius of the circle, which in our case is R = 1. In practice, 
we must make a few modifications in order to evaluate (76) with sufficient accuracy. First, we truncate the series expansion 
at 2000 terms. Next, for terms of the series beyond the 50-th we replace the ratio of Bessel functions by its asymptotic 
form r2n+1 due to a loss of numerical stability in computing higher order Bessel functions. Therefore, we approximate the 
solution as follows:

u(r,ϕ) = 1

2

J0(kr)

J0(kR)
+ 2

π

[
50∑

n=0

J2n+1(kr)

J2n+1(kR)

sin(2n + 1)ϕ

2n + 1
+

2000∑
n=51

r2n+1 sin(2n + 1)ϕ

2n + 1

]
. (77)

One final note is that the series (76) converges poorly near the boundary of the disk, R = 1. To overcome this, we compare 
the numerical solution to the expansion (77) only on the interior 90% of the disk (i.e., on the subset r < 0.9).

4.3. Test 2: continuous Dirichlet boundary data with first derivative discontinuity

For this problem, the Dirichlet condition is discontinuous in the first derivative,

u(ϕ) =
{ π

2 − ϕ, 0 < ϕ < π,

ϕ − 3π
2 , π < ϕ < 2π,

and the coefficients of the singular terms are given by (80–81). The results are shown in Table 3.
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Table 3
Results for continuous Dirichlet boundary data with first derivative discontinuity.

Grid k = 1 k = 5

N Error Conv. rate N Error Conv. rate

64 × 64 40 0.39 – 40 0.80 –
128 × 128 50 7.42 × 10−5 12.36 40 1.83 × 10−4 12.09
256 × 256 66 5.60 × 10−6 3.73 50 7.18 × 10−6 4.67
512 × 512 82 3.16 × 10−7 4.15 74 4.42 × 10−7 4.02
1024 × 1024 111 2.10 × 10−8 3.91 111 2.63 × 10−8 4.07

Table 4
Results for continuous Dirichlet boundary data with second derivative discontinuity.

Grid k = 1 k = 5

N Error Conv. rate N Error Conv. rate

64 × 64 40 0.97 – 40 7.55 –
128 × 128 50 4.34 × 10−4 11.12 40 1.19 × 10−4 15.95
256 × 256 66 3.82 × 10−5 3.50 56 1.48 × 10−5 3.01
512 × 512 76 2.33 × 10−6 4.03 86 7.77 × 10−7 4.25
1024 × 1024 110 1.41 × 10−7 4.05 124 4.76 × 10−8 4.03

Table 5
Results for Neumann boundary data with discontinuity.

Grid k = 1 k = 5

N Error Conv. rate N Error Conv. rate

64 × 64 40 0.26 – 40 3.57 –
128 × 128 50 7.60 × 10−5 11.71 50 1.30 × 10−4 14.73
256 × 256 71 6.03 × 10−6 3.65 57 1.51 × 10−5 3.11
512 × 512 96 2.62 × 10−7 4.52 90 8.67 × 10−7 4.12
1024 × 1024 124 1.47 × 10−8 4.15 119 7.11 × 10−8 3.61

4.4. Test 3: continuous Dirichlet boundary conditions with second derivative discontinuity

The Dirichlet boundary condition is now discontinuous in the second derivative,

u(ϕ) =
{

cosϕ, 0 < ϕ < π,

cos 3ϕ, π < ϕ < 2π,

with the coefficients of the singular terms given by (84–85). The results are given in Table 4.

4.5. Test 4: discontinuous Neumann boundary data

The discontinuous Neumann boundary condition for this test is
∂u

∂n
(ϕ) =

{
1, 0 < ϕ < π,

0, π < ϕ < 2π,

and the coefficients of the singular terms are given by (88–89). The results are summarized in Table 5.

4.6. Test 5: continuous Neumann boundary data with first derivative discontinuity

In this test, the Neumann boundary data are discontinuous in the first derivative,

∂u

∂n
(ϕ) =

{ π
2 − ϕ, 0 < ϕ < π,

ϕ − 3π
2 , π < ϕ < 2π,

and the coefficients of the singular terms are given by (90–91). The results are shown in Table 6.

4.7. Test 6: continuous Neumann boundary data with second derivative discontinuity

For the final test, the Neumann data have a jump in the second derivative,

∂u

∂n
(ϕ) =

{
cosϕ, 0 < ϕ < π,

cos 3ϕ, π < ϕ < 2π,

and the coefficients of the singular terms are shown in (92–93). The results are given in Table 7.
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Table 6
Results for continuous Neumann boundary data with first derivative discontinuity.

Grid k = 1 k = 5

N Error Conv. rate N Error Conv. rate

64 × 64 40 0.55 – 40 0.52 –
128 × 128 50 1.78 × 10−5 14.92 50 6.57 × 10−4 9.64
256 × 256 76 1.85 × 10−6 3.26 71 1.35 × 10−5 5.61
512 × 512 94 1.90 × 10−7 3.28 96 2.90 × 10−7 4.78
1024 × 1024 128 8.97 × 10−9 4.40 122 2.66 × 10−8 4.20

Table 7
Results for continuous Neumann boundary data with second derivative discontinuity.

Grid k = 1 k = 5

N Error Conv. rate N Error Conv. rate

64 × 64 40 0.83 – 40 5.10 –
128 × 128 40 5.76 × 10−4 10.49 40 6.03 × 10−4 13.05
256 × 256 60 3.23 × 10−5 4.15 60 3.47 × 10−5 4.12
512 × 512 96 2.32 × 10−6 3.80 96 1.65 × 10−6 4.39
1024 × 1024 126 1.37 × 10−7 4.08 128 6.62 × 10−8 4.64

5. Discussion and future work

We have shown how to apply the method of difference potentials when computing singular solutions of the Helmholtz 
equation while preserving high order accuracy. The key idea is to regularize the original problem by subtracting several lead-
ing terms of the asymptotic expansion of the solution near the singularity, and approximate numerically only the remaining 
sufficiently smooth part of the solution. Then, the finite difference scheme can maintain its consistency, and, as the com-
putations in Section 4 demonstrate, the overall numerical method converges with the design rate. In doing so, the method 
of difference potentials has also permitted us to handle non-conforming curvilinear boundaries on regular structured grids 
with no deterioration of accuracy and enables the solution of a series of problems with various boundary conditions at a 
low computational cost per problem (Section 3.2).

A logical next step would be to consider near-boundary singularities that are due not only to the discontinuities in 
the data, but also to geometric irregularities, such as (re-entrant) corners or cusps. All of the necessary analysis for this 
formulation has already been performed in this paper (Section 2). To make the overall approach more general, one will also 
need to account for other boundary conditions, beyond the Dirichlet and Neumann. An even more comprehensive extension 
would involve the analysis of singularities at the interface between two materials when solving transmission/scattering 
problems, see [14], wherein singularities may arise from discontinuities in the interface conditions/data and/or the geometric 
irregularities of the interface itself.

We also note that neither in this paper, which specifically focuses on singularities, nor in our previous papers devoted to 
solving the Helmholtz equation by the method of difference potentials, see [4,13,14], we did not analyze the performance of 
the method in the case of large wavenumbers k. This issue may require additional attention in the future. In the meantime, 
we only mention that similarly to any other finite difference approach, our methodology is prone to the pollution effect, 
which is precisely the reason why we use high order accurate schemes, see Section 1.2. Moreover, large wavenumbers 
may require higher dimensions N of the basis chosen on the boundary Γ , see formula (20). We expect, however, that N
will increase slowly, because the solutions we are computing are sufficiently smooth (singularities are removed prior to 
numerical approximation).

Appendix A. Test problems 2 through 6

Test 2 The Dirichlet boundary data for this test have discontinuous first derivative at (±R, 0):

u|r=R =
{

π/2 − ϕ, 0 < ϕ < π,

ϕ − 3π2, π < ϕ < 2π,

or, after the mapping (52),

u(ξ,0) =
⎧⎨
⎩

π
2 + arctan 2ξ

ξ2−1
, ξ > 0,

π
2 − arctan 2ξ

ξ2−1
, ξ < 0.

Equivalently, in polar coordinates (ρ, θ) on the (ξ, η) plane on the edges of the wedge with angle π we have:
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u|θ=0 = π

2
+ arctan

2ρ

ρ2 − 1
,

u|θ=π = π

2
+ arctan

2ρ

ρ2 − 1
. (78)

The Taylor expansion of the data (78) at ρ = 0 (which corresponds to the singular point (R, 0)) reads:

u|θ=0,π = π

2
− 2ρ + 2

3
ρ3 − 2

5
ρ5 + . . . (79)

Note that the formally identical expressions (78), (79) for the boundary conditions in the coordinates (ρ, θ) undergo a jump 
in the derivative since the differentiation w.r.t. ρ is done in the opposite directions on the rays θ = 0 and θ = π . Moreover, 
after the conformal mapping the singularity of the boundary data appears in all odd derivatives.

The coefficients of the asymptotic expansion at the point (R, 0) are given by

A0(θ) = A2(θ) = 0, A1(θ) = 4 sin θ

π
,

A3(θ) = 6 k2 R2 − 4

3π
sin 3θ − 2k2 R2

π
sin θ, A4(θ) = 4k2 R2(cos 2θ − 1)2

3π
, (80)

and

B0(θ) = π

2
, B1(θ) = C (B)

1 sin θ + 2(2θ − π) cos θ

π
,

B2(θ) = C (B)
2 sin 2θ + πk2 R2

2
(cos 2θ − 1),

B3(θ) = −1

2
k2 R2 sin θC (B)

1 + sin 3θC (B)
3 + 1

9π

[
12
{(

6k2 R2 − 4
)
cos2θ − 6k2 R2 + 3

}
(θ − π/2) cos θ

+ sin θ
{

9k2 R2(π2 + 4/3
)− 2

}+ sin θcos2θ
(
8 − 12k2 R2)],

B4(θ) = 1

3
k2 R2(cos 2θ − 1)2C (B)

1 − 1

3
k2 R2 sin 2θC (B)

2 + sin 4θC (B)
4

− k2 R2

6π

[
cos22θ + {

8θ sin 2θ − 16/3 + (
k2 R2 − 6

)
π2} cos 2θ

+ {
π2(3 − k2 R2/4

)− 7/6
}

cos 4θ + (8π − 16θ) sin 2θ + 11/2 + 3π2(1 − k2 R2/4
)]

. (81)

The asymptotic expansion at the opposite singular point (−R, 0) is obtained from that at the point (R, 0) by an odd reflec-
tion about the y axis using the symmetry of the boundary condition.

Test 3 The Dirichlet boundary data for this test have discontinuous second derivative (as well as higher order even deriva-
tives) at the points (±R, 0):

u|r=R =
{

cosϕ, 0 < ϕ < π,

cos 3ϕ, π < ϕ < 2π.

After the conformal mapping we have:

u(ξ,0) =
⎧⎨
⎩

cos(arctan 2ξ

ξ2−1
), ξ > 0,

cos(3 arctan 2ξ

ξ2−1
), ξ < 0.

(82)

Finally, in terms of (ρ, θ) the boundary condition (82) translates into:

u|θ=0 = cos

(
arctan

2ρ

ρ2 − 1

)
≈

ρ→0
1 − 2ρ2 + 2ρ4 − 2ρ6 + . . . ,

u|θ=π = cos

(
3 arctan

2ρ

ρ2 − 1

)
≈

ρ→0
1 − 18ρ2 + 66ρ4 − 146ρ6 + . . . (83)

The coefficients of the asymptotic expansion at the point (R, 0) are:
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A0(θ) = A1(θ) = A3(θ) ≡ 0, A2 = −16

π
sin 2θ,

A4(θ) = 16

3π

[(
12 − k2 R2) sin 4θ + k2 R2 sin 2θ

]
, (84)

B0(θ) = 1, B1(θ) = 0,

B2(θ) = C (B)
2 sin 2θ +

(
k2 R2 − 2 − 16

π
θ

)
cos 2θ + 8

π
sin 2θ − k2 R2,

B3(θ) = sin 3θC (B)
3 + 2k2 R2 sin θ,

B4(θ) = −1

3
k2 R2 sin 2θC (B)

2 + sin 4θC (B)
4 +

(
k4 R4

12
− 5k2 R2

3
+ 2

)
cos 4θ

+ 1

36π

[(
4608 − 384k2 R2)θcos22θ + {(

48k2 R2 − 576
)

sin 2θ

− 12k2 R2(πk2 R2 − 8π − 16θ
)}

cos 2θ − 160k2 R2 sin 2θ + 9πk4 R4

+ 192k2 R2(θ − 3π/16) − 2304θ
]
. (85)

Similarly to Test 2, the boundary data are anti-symmetric w.r.t. the y axis, and thus the asymptotic expansion at (−R, 0) is 
given by an odd reflection of its counterpart at the point (R, 0).

Test 4 This is a Neumann test problem, for which the boundary conditions are set for the normal derivative of the solution. 
We start with the case of a discontinuity in the normal derivative itself:

∂u

∂r

∣∣∣∣
r=R

=
{

1, 0 < ϕ < π,

0, π < ϕ < 2π.

Obviously, the normal derivative undergoes a unit jump in the circumferential direction at the points (±R, 0) (cf. for-
mula (61)). It can be easily verified that under the mapping (52) the normal derivative at the boundary in the (ξ, η)

coordinates takes the form:

∂u

∂r

∣∣∣∣
r=R

= − 1

2R

(
1 + ξ2) ∂u

∂η

∣∣∣∣
η=0

,

where

∂u

∂η

∣∣∣∣
η=0

=
{− 2R

1+ξ2 , ξ > 0,

0, ξ < 0,

and the corresponding (ρ, θ) expressions are

1

ρ

∂u

∂θ

∣∣∣∣
θ=0

= − 2R

1 + ρ2
,

1

ρ

∂u

∂θ

∣∣∣∣
θ=π

= 0. (86)

Note that in general the following relation holds between the derivatives:

∂u

∂η

∣∣∣∣
η=0

= − 1

ρ

∂u

∂θ

∣∣∣∣
θ=π

, ξ < 0. (87)

Hence, one must remember the additional minus sign on the negative semi-axis ξ < 0. For this particular test problem 
though, this issue is obscured by the zero condition on ξ < 0.

Finally, the power series expansion of the conditions (86) on the rays θ = 0, θ = π is

∂u

∂θ

∣∣∣∣
θ=0

= − 2Rρ

1 + ρ2
≈

ρ→0
−2R

(
ρ − ρ3 + ρ5 − . . .

)
,

∂u

∂θ

∣∣∣∣
θ=π

= 0.

The coefficients of expansion (49) at the point (R, 0) are given by
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A0(θ) = −2R cos θ

R
, A1(θ) = 0,

A2(θ) = R(2 − k2 R2)

3π
cos 3θ + k2 R3

π
cos θ, A3(θ) = 2k2 R3

3π
(sin 4θ − 2 sin 2θ), (88)

B0(θ) = C (B)
0 cos θ + 2R

π

[
(θ − π) sin θ + cos θ

]
, B1(θ) = C (B)

1 cos 2θ,

B2(θ) = −k2 R2

2
cos θC (B)

0 + C (B)
3 cos 3θ + 4R

3π

[(
k2 R2/6 − 1/3

)
cos3θ

− (
5k2 R2/4 − 1/4

)
cos θ − 1

2
sin θ(π − θ)

{
2 cos2 θ

(
k2 R2 − 2

)+ 1 − 2k2 R2}],
B3(θ) = k2 R2

3
(2 sin 2θ − sin 4θ)C (B)

0 + C (B)
3 cos 4θ + 4k2

R3
3π

[
θ
{

cos2 2θ + 1/4
}

+
{
π − θ − 1

8
sin 2θ

}
cos 2θ + 4

3
sin 2θ − 2

3
sin 4θ − 3

4
π

]
. (89)

The asymptotic expansion at (−R, 0) is obtained by an even reflection about the y axis.

Test 5 In this test, the Neumann boundary data undergo a jump discontinuity in the first derivative,

∂u

∂r

∣∣∣∣
r=R

=
{

π/2 − ϕ, 0 < ϕ < π,

ϕ − 3π/2, π < ϕ < 2π.

In terms of (ρ, θ), we have (in accordance with the comment right after Eq. (87)):

∂u

∂θ

∣∣∣∣
θ=0

= − 2Rρ

1 + ρ2

(
π

2
+ arctan

2ρ

ρ2 − 1

)
≈

ρ→0
−R

(
πρ − 4ρ2 − πρ3 + 16

3
ρ4 + . . .

)
,

∂u

∂θ

∣∣∣∣
θ=π

= 2Rρ

1 + ρ2

(
π

2
+ arctan

2ρ

ρ2 − 1

)
≈

ρ→0
R

(
πρ − 4ρ2 − πρ3 + 16

3
ρ4 + . . .

)
.

The coefficients of expansion (49) at the point (R, 0) are as follows:

A0(θ) = A2(θ) = 0, A1(θ) = 4R

π
cos 2θ,

A3(θ) = 1

3π

[
2R
(
k2 R2 − 4

)
cos 4θ − 4k2 R3 cos 2θ

]
, (90)

B0(θ) = C (B)
0 cos θ − π R sin θ, B1(θ) = C (B)

1 cos 2θ − 2R

π

[
(2θ − π) sin 2θ + cos 2θ

]
,

B2(θ) = −k2 R2

2
cos θC (B)

0 + C (B)
2 cos 3θ − π R

6

[(
k2 R2 − 2

)
sin 3θ − 3k2 R2 sin θ

]
,

B3(θ) = −k2 R2

3
(sin 4θ − 2 sin 2θ)C (B)

0 − k2 R2

3
cos 2θC (B)

1 + cos 4θC (B)
3

− 4R

3π

[(
1

8
k2 R2 − 1

2

)
cos22θ + 1

2

{
k2 R2

(
θ − π

2

)
+ 2π − 4θ

}
sin 4θ

− k2 R2

2

(
π2 + 5

3

)
cos 2θ − k2 R2

(
θ − π

2

)
sin 2θ + 1

4
+ 3k2 R2

8

(
π2 − 1

6

)]
. (91)

The asymptotic expansion at (−R, 0) is obtained by an odd reflection about the y axis.

Test 6 This final test employs the boundary data with a discontinuity in the second derivative:

∂u

∂r

∣∣∣∣
r=R

=
{

cosϕ, 0 < ϕ < π,

cos 3ϕ, π < ϕ < 2π.

In terms of (ρ, θ), the boundary conditions read:

∂u

∂θ

∣∣∣∣
θ=0

= − 2Rρ

1 + ρ2
cos

(
arctan

2ρ

ρ2 − 1

)
≈

ρ→0
R
(−2ρ + 6ρ3 − 10ρ5 + . . .

)
,

∂u

∂θ

∣∣∣∣ = 2Rρ

1 + ρ2
cos

(
3 arctan

2ρ

ρ2 − 1

)
≈

ρ→0
R
(
2ρ − 38ρ3 + 170ρ5 − . . .

)
.

θ=π
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The coefficients of expansion (49) at the point (R, 0) are given by

A0(θ) = A1(θ) = A3(θ) = 0, A2(θ) = 32R

3π
cos 3θ, (92)

B0(θ) = C (B)
0 cos θ − 2R sin θ, B1(θ) = C (B)

1 cos 2θ,

B2(θ) = −k2 R2

2
cos θC (B)

0 + C (B)
2 cos 3θ − 4R

3π

[{
π
(
k2 R2 − 6

)− 32θ
}

cos2θ sin θ

+
(

3π

2
− πk2 R2 + 8θ

)
sin θ − 16

3
cos3θ + 4 cos θ

]
,

B3(θ) = −k2 R2

3
(sin 4θ − 2 sin 2θ)C (B)

0 − k2 R2

3
cos 2θC (B)

1 + cos 4θC (B)
3 + k2 R3

3
(4 cos 2θ − 3). (93)

The asymptotic expansion at (−R, 0) is obtained by an odd reflection about the y axis.
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