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For a class of linear constant-coefficient finite-difference operators of the second
order, we introduce the concepts similar to those of conventional single- and
double-layer potentials for differential operators. The discrete potentials are
defined completely independently of any notion related to the approximation of
the continuous potentials on the grid. We rather use an approach based on dif-
ferentiating, and then inverting the differentiation of, a function with surface
discontinuity of a particular kind, which is the most general way of introducing
surface potentials in the theory of distributions. The resulting finite-difference
“surface” potentials appear to be solutions of the corresponding system of
linear algebraic equations driven by special source terms. The properties of the
discrete potentials in many respects resemble those of the corresponding con-
tinuous potentials. Primarily, this pertains to the possibility of representing a
given solution to the homogeneous equation on the domain as a variety of
surface potentials with the density defined on the domain’s boundary. At the
same time, the discrete surface potentials can be interpreted as one specific
realization of the generalized potentials of Calderon’s type, and consequently,
their approximation properties can be studied independently in the framework
of the difference potentials method by Ryaben’kii. The motivation for introduc-
ing and analyzing the discrete surface potentials was provided by the problems
of active shielding and control of sound, in which the aforementioned source
terms that drive the potentials are interpreted as the acoustic control sources
that cancel out the unwanted noise on a predetermined region of interest.

KEY WORDS: Linear differential operator; discontinuous solution; distribu-
tion; monopole; dipole; fundamental solution; convolution; boundary integral;
single- and double-layer potentials; surface density of the potential; linear
difference operator; multi-layer grid boundary, discontinuous grid function;
discrete monopole and dipole layers; Calderon’s potential; difference potential.

! Department of Mathematics, North Carolina State University, Box 8205, Raleigh, North
Carolina 27695. E-mail: tsynkov@math.ncsu.edu
2 School of Mathematical Sciences, Tel Aviv University, Ramat Aviv, Tel Aviv 69978, Israel.

155

0885-7474/03/0400-0155/0 © 2003 Plenum Publishing Corporation



156 Tsynkov

1. INTRODUCTION

For the systems of linear algebraic equations that originate from mesh
discretizations of elliptic differential operators, we define solutions of the
special structure that may be considered immediate discrete analogues of
the continuous single- and double-layer potentials, i.e., surface potentials
with the monopole and dipole type density, respectively. Our definition
reproduces, on the mesh level, the following general approach to introduc-
ing surface potentials of linear constant-coefficient differential operators
that is common in the theory of distributions. For a given domain of
interest and its complement, and for a given linear homogeneous differen-
tial equation, the potential is defined as its piece-wise smooth classical
solution that has, generally speaking, a discontinuity along the interface
separating the domains. Applying the corresponding differential operator
to this solution throughout the entire region of interest, we generate a par-
ticular collection of singular layers (d-type distributions) along the interface.
In the case of second-order differential operators, only the discontinuity in
the function itself and its first derivatives will matter, and the correspond-
ing singular layers on the interface will only be of the monopole and dipole
type (i.e., J-function and its first derivatives). Subsequently, the original
piece-wise smooth solution on both subdomains can be reconstructed as
convolution of the resulting singular layers with the fundamental solution
of the differential operator (or any other Green’s function if the overall
region of interest is smaller than the entire space, and some specific far-
field boundary conditions are involved.) The resulting construction, i.c., the
corresponding collection of convolution-type boundary integrals, is often
referred to as Calderon’s (surface) potential [ Calderon (1963)], in the par-
ticular formulation provided by Seeley [Seeley (1966)]. This potential is
a combination of a conventional single-layer and double-layer potential.
The (vector-)function on the surface formed by the magnitudes of the
corresponding singular layers, is called the density of the potential.

In the classical potential theory for second-order differential operators,
the single- and double-layer potentials (driven by scalar densities) are typi-
cally introduced and studied independently, for the sake of solving specific
boundary-value problems, namely those of the Neumann and Dirichlet
type, respectively. In the foregoing general framework, the “pure” single-
and double-layer potentials are obtained as particular cases when the
interface discontinuity has a special structure—continuous function and
discontinuous derivative® for the single layer (monopoles), and the other
way around for the double layer (dipoles). This allows one to represent a

3 The direction of differentiation for the operators that we consider should be normal to the
interface, see Sec. 2.



Surface Potentials of Finite-Difference Operators 157

given solution to the homogeneous equation on the specified domain as
either only a single-layer potential, or only a double-layer potential, or,
basically, any combination of the two. We note that different representa-
tions of a given solution may have certain advantages with respect to one
another for the applications related, e.g., to active control of time-harmonic
wave fields, as explained in Sec. 4. In practice, to obtain the density of the
single-layer potential one will need to solve a complementary problem of
the Dirichlet type, and to obtain the density of the double-layer potential
one will need to solve a complementary problem of the Neumann type, see
Sec. 2.

To implement similar considerations on the discrete level, we first need
to introduce counterparts to the differential operator and its inverse, i.e.,
convolution with the fundamental solution (or a Green’s function). This is
done as follows. Given a large region, we first mesh it and choose an
appropriate finite-difference operator, and then select a far-field boundary
condition at the outer boundary of the region so that the resulting finite-
difference problem (a linear algebraic system) be uniquely solvable for any
right-hand side. Next, analogously to the continuous case we define the
discrete potential as a pair of independent grid functions, so that each one
solves the linear homogeneous finite-difference equation with the operator
that we have chosen on one of the two predetermined subdomains of the
overall region of interest. We emphasize that even when the subdomains
have irregular shape, we can still use regular grids, which is convenient (see
Sec. 3).

Applying the finite-difference operator to the aforementioned pair of
solutions throughout the overall region, we obviously generate a right-hand
side on the grid. Specific values of this right-hand side, as well as specific
grid subsets, on which it will differ from zero, will be determined by the
stencil of the discrete operator and the behavior of each solution from the
pair near the boundary that separates the subdomains. In Sec. 3, we will
see that the latter behavior can be conveniently categorized in terms of
“surface discontinuities” of the grid functions. As concerns the resulting
right-hand side, for finite-difference operators of the second order it will
always be defined on a two-layer “‘curvilinear” subset of grid nodes that
follows the geometry of the continuous interface. This right-hand side is
called the density of the discrete potential. The potential itself is recon-
structed by solving the foregoing finite-difference problem driven by the
density. If, in so doing, we consider some special classes of surface discon-
tinuities on the grid, see Sec. 3, then we can recover the discrete single-layer
potential, for which the grid density is concentrated only on one layer of
nodes, and the discrete double-layer potential, for which the density can
be represented as a collection of grid dipoles aligned with the coordinate
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directions and defined on a two-layer fringe of nodes. The key result in the
discrete framework is that similarly to the continuous case, one can repre-
sent a given solution of the homogeneous finite-difference equation as a
variety of discrete surface potentials, including a pure single-layer potential,
a pure double-layer potential, as well as combinations of the two.

Let us emphasize that our definitions of discrete surface potentials are
not related in any respect to the notion of an approximation of the con-
tinuous single- and double-layer potentials on the grid. Strictly speaking, we
introduce the potentials of finite-difference operators rather than approxi-
mations to the potentials of differential operators. As such, our approach is
fundamentally different from the previous techniques that have used mesh
analogues of surface potentials, e.g., the method of capacitance matrices
[Proskurowski and Widlund (1976)], in which specific boundary condi-
tions (of either Dirichlet or Neumann type) are built into the construction
of the grid potential from the very beginning, using interpolations between
the regular grid and irregular continuous boundary. Nonetheless, the
discrete potentials that we define here do approximate their continuous
counterparts as well. To this end, we need to mention that the roots of our
approach can be found in the work by Ryaben’kii [Ryaben’kii (1971)],
that has later developed into the difference potentials method (DPM), see
[Ryaben’kii (1987), Ryaben’kii (2002)]. It turns out that the discrete
surface potentials introduced in this paper can be considered a particular
version of the so-called generalized difference potentials of [Ryaben’kii
(1987), Ryaben’kii (2002)]. As such, one can establish the approxima-
tion properties of the discrete surface potentials independently, using
general apparatus of the DPM, see [ Ryaben’kii (1987), Ryaben’kii (2002),
Ryaben’kii (1985)]. We should also mention that a more abstract approach
to constructing discrete analogues of surface potentials has been proposed in
[ Kamenetskii (1995), Kamenetskii (1998), Kamenetskii (1999), Kamenetskii
(2000)1, see also a brief account of this work in [ Ryaben’kii (2002), Part II,
Sec. 2.4.5]. This approach, although more general in its nature, does not,
however, reduce to the construction presented hereafter in any particular case.

The motivation for defining surface potentials of finite-difference
operators and analyzing their properties comes from the problems of active
control of time-harmonic wave fields, in particular, common environmental
noises, see, e.g., the general reference [ Nelson and Elliot (1999)], which is a
comprehensive monograph on the subject, as well as our own recent papers
[Loncari¢ et al. (2001), Loncari¢c and Tsynkov (2002a), Loncari¢c and
Tsynkov (2002b)]. In this framework, the densities of the discrete surface
potentials can be conveniently interpreted as near-surface acoustic control
sources that are employed to cancel out the adverse component of the
overall acoustic field on a predetermined domain of interest. Depending on
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a particular setting, either monopole or dipole type sources may be prefer-
able from the standpoint of engineering implementation. Moreover, some
of these sources may appear optimal with respect to specific criteria, e.g.,
the overall acoustic power or integral volume velocity, see [ Loncari¢ and
Tsynkov (2002a), Loncari¢ and Tsynkov (2002b)].

In connection with the aforementioned optimality and optimization of
the control sources, we should emphasize that the apparatus developed in
the current paper, which extends and complements the approach to active
noise suppression of [Ryaben’kii (2002), Part VIII] and [Loncari¢ et al.
(2001)], can be used to obtain general solutions for controls. Subsequently,
those general solutions provide search spaces for the optimization algo-
rithms. In many important cases, the only feasible approach to optimiza-
tion is numerical. As such, the parametric description of the control
sources given in [Ryaben’kii (2002), Part VIII], [ LonCari¢ et al. (2001)],
and in the current paper, constitutes an irreplaceable part of the computa-
tional methodologies aimed at obtaining optimal controls for active noise
cancellation. In a more general perspective, as the discrete surface poten-
tials constructed hereafter can be considered in the framework of the gen-
eralized difference potentials of [Ryaben’kii (1987), Ryaben’kii (2002)],
they can be employed as a part of any numerical algorithm based on the
method of difference potentials, see [ Ryaben’kii (2002)]. The correspond-
ing algorithms have proven successful for a variety of problems that
originate from many different applications.

The rest of the paper is structured as follows. A summary of the
results from the classical potential theory that are relevant to our current
study is provided in Sec. 2. Discrete counterparts to the continuous surface
potentials are introduced and analyzed in Sec. 3. Finally, in Sec. 4 we
outline a mathematical framework for active noise control, and discuss
some results in both continuous and discrete formulation, including the
connection between the two formulations, which relates to the approximation
properties of the discrete potentials.

2. SURFACE POTENTIALS OF DIFFERENTIAL OPERATORS

In this section, we adopt the framework of distributions as it will be
convenient for introducing finite-difference analogues in Sec. 3. Further
detail on classical potentials can be found in, e.g., [Tikhonov and
Samarskii (1963), Vladimirov (1971)].

Any second-order elliptic differential operator of the type

2

z aijm—l-cu (1)

i,j=1

Lu
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on R” can be reduced to the canonical form
Lu=Au+cu 2

where 4 is the n-dimensional Laplacian, by a non-degenerate linear trans-
formation of the independent variables x;, j=1,..., n. Provided that the
coefficients g;; in (1) are constant, this transformation will not depend on
the spatial location,* i.e., will be one and the same for all x € R". In this
case, which is the only case that we are going to study in this paper, we can
effectively disregard the original form (1) and consider the operator L given
by (2) from the very beginning, assuming, if necessary, that the corre-
sponding transformation has already been applied. The coefficient ¢ in (2)
is also assumed constant; the case ¢ = —k? (where R 3 k > 0) corresponds to
the Yukawa operator, the case ¢ = 0—to the Laplace operator, and the
case ¢ = k>—to the Helmholtz operator. The dimension # of the space can
be arbitrary, although from the standpoint of applications it is interesting
to study either n=2 or n=3. The finite-difference analysis in Sec. 3
addresses primarily the case n = 2, for the reason of simplicity.

Let us introduce the domain Q2 = R” and its complement Q, = D\ Q to
a larger domain D = R”, which may, in particular, coincide with the entire
space R". Q2 and 2, are the subdomains, and D is the overall large region,
that we have referred to in Sec. 1. We also introduce the boundary between
the subdomains and denote it I" = 0Q. To avoid possible uncertainties, we
will assume that the domain Q2 is bounded, whereas its complement €,
along with D, may be either bounded or unbounded.

Next, we will need to introduce a special class of functions U defined
on D, which will contain the solutions of the inhomogeneous differential
equation Lu = f. The functions u € U are assumed locally integrable on D:
U < L*(D) (as such, every u e U is a regular distribution), although later
we will restrict ourselves to an even more narrow set of functions as solu-
tions, namely, piece-wise smooth, so that the operator L of (2) can be
applied to u in the classical sense everywhere on D except, maybe, at the
interface I'. The functions u € U shall also satisfy some linear homogeneous
boundary condition on the outer boundary 0D that would guarantee
uniqueness of the solution, i.e., that the only solution of Lu=0 on D,
ue U, is trivial. We will sometimes refer to this boundary condition that
essentially defines the class U as the far-field boundary condition. The choice
of the far-field boundary condition is typically not unique for a given

*If there were first-order terms in (1) as well, they could be eliminated by a slightly more
elaborate transformation, see [ Tikhonov and Samarskii (1963)], so that the canonical form
will still remain as given by (2).
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setting. Its specific form will in any event depend on the configuration of D
and the type of the operator L of (2). In this connection we emphasize that
whereas for any particular application we may need to consider the far-
field boundary condition of an appropriate type determined by this appli-
cation, for the general analysis of the current section we only need to
ensure uniqueness, and as such, any far-field boundary condition that
provides it will be appropriate. For example, if D =R", then for the
Yukawa equation we only have to require that the solution vanish at infin-
ity, for the Laplace equation it either has to be bounded or, again, vanish,
depending on whether n =2 or n> 2, and for the Helmholtz equation is
has to satisfy the so-called Sommerfeld radiation boundary condition, see
[Tikhonov and Samarskii (1963)]. For that, the function u€ U has to
possess additional regularity near 0D, namely, it has to be at least
Cl-smooth outside some large sphere, see [Vladimirov (1971)]. If D is
bounded, then, for example, the zero Dirichlet boundary condition at 0D
will be appropriate, provided that in the Helmholtz case the domain D is
not resonant, i.e., that —k? is not an eigenvalue of the Laplacian on D.

Let us first consider the unbounded case D = R". The fundamental
solution of the operator L [see, e.g., Vladimirov (1971)] is a solution
& = &(x) to the inhomogeneous equation

L& = 6(x) 3)

that is defined on the entire space R” and belongs to the corresponding
class U: & € U. For n =3, the fundamental solutions & € U of the Yukawa,
Laplace, and Helmholtz operators are given by the expressions

—k x|

e
&(x) ——lel,

respectively. For n=2, the corresponding expressions for ¢ # 0 involve
Bessel functions, and the fundamental solution of the Laplace operator is
logarithmic, see [ Tikhonov and Samarskii (1963), Vladimirov (1971)].

For any distribution f such that the convolution & * f exists in U, this
convolution gives a unique solution u € U to the inhomogeneous equation
Lu=f. Indeed, L(&* f)=L&* f =0« f=f; and uniqueness follows
from the definition of class U. This, in particular, means that a given
function u € U can be represented as

okl

47 |x|

E(x) = —; and E(x)=—

4r |x|° @)

u=4&+*Lu &)

provided, again, that the convolution exists in U. Indeed, denoting f = Lu
and assuming that 3¢ = f € U, we conclude, by the previous consideration,
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that this convolution, i.e., the right-hand side of (5), yields a unique solu-
tion of the equation Lu = f in the class U; as such, it has to coincide with
u. We also note that representation (5) is unique, i.e., if 3g such that
Usu=4&+*g, then it has to be g =Lu. Indeed, subtracting the equality
u=8&xg from (5) we obtain & * (Lu—g) =0, and then, applying the
operator L we have L(& * (Lu—g)) =L« (Lu—g)=0 (Lu—g)=Lu—g
=0.
We will now focus on a particular subset of functions u =u(x) e U,
x € R”, namely:
v(x) for xeQ
u(x) = { (6)
w(x) for xeQ,

where Lv =0 on Q, and Lw =0 on ,. In other words, u(x) is composed of
two independent branches v(x) and w(x), such that v(x) solves the homo-
geneous equation on the domain 2, and w(x) solves the homogeneous
equation on its complement 2, and satisfies the appropriate far-field
boundary condition. On the interface I" the function u(x) is, generally
speaking, discontinuous.

It is clear that the application of the operator L of (2) to the function u
of (6) yields a singular distribution with the support on the interface I”
only: supp Luc I'. Specifically, let (u, ) denote the linear functional
associated with a given distribution u, here ¢ is a test function. Then,
differentiating u of (6) once in the sense of distributions, we obtain

(Vat, ) == (. V) =~ u(x) Vi(x) dx
- L) o(x) V(x) dx — L w(x) V(x) dx
- L) V(0(x) ¢(x)) dx + L) #(x) Vo(x) dx
- L)l V(w(x) $(x)) dx+L21 $(x) Vw(x) dx
= j L 90{Vu(x)} dx—jr o(x) $(x) n do + L w(x) ¢(x) n do

= | $00{Vu()} dx+ [ [ulr (x) $(x) ndo
= ({Vu(x)}+[ul n (), $)
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where dx and do correspond to the volume and surface integration,
respectively, n is a unit normal to I" pointing toward €,, {Vu(x)} denotes
the regular part of the gradient calculated in the classical sense where it
exists, i.e., on Q U Q,, and [u], stands for the discontinuity of the function
u(x) across the interface: [u], (x) =lim, _, w(x")—lim,. _, v(x"), where
xel,x" €, and x" € Q. In other words, we have

Vu={Vu(x)}+[ul  no(I") @)

For every coordinate direction x;, j = 1,..., n, the second term on the right-
hand side of (7) is a single layer on the surface I" with the magnitude
[u]r (x) nj(x), xeI'. Let us now apply the divergence operator to both
sides of equality (7), and implement the same rules and notations as before
when differentiating the function {Vu(x)}, which is possibly discontinuous
across I'. This yields:

= {Bu} +<[Vulp, my S(T)+<V, [ulr n 6(T)) ®)
where {-,- ) denotes a standard dot product of n-dimensional vectors. The
second and third terms on the right-hand side of equality (8) can be rewrit-
ten using the conventional definitions of differential operators in the space

of distributions:

K[Vulr,n)yo(I), ¢)
- L ([Vuly, 0 ¢ do = L ({Vw, n>— Vo, n>) ¢ do

(o 5] o3 )

where normal derivatives ‘;—: and % on I shall be understood as uniform
limits from the side of Q, and Q, respectively, provided I" is sufficiently
smooth, and

KV, [uly ndI)>, ¢)

n a n a
5 (warm o, 2)==$ [ o o

0 0
= | [l <V my do = [uly 2 do = (a([u]p a(I)). ¢>
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Altogether, from equality (8) we obtain

= {Au}+[a”] S 4o ([l ) ©)

The second term on the right-hand side of (9) is a single layer on the
surface I with the magnitude [g—:] r(x), xe I, and the third term on the
right-hand side of (9) is a double layer on the surface I" with the magnitude
[u]r (x), x € I'. Finally, for the operator L of (2) we have

Lu=| 5 | o)+ 5 oy (10)

because the zeroth-order term ¢ u contributes only to the regular part, and
{Lu}=0.

The right-hand side of expression (10) is compactly supported; conse-
quently, its convolution with the fundamental solution & exists in the sense
of distributions. Moreover, it can be shown that this convolution does
belong to the class U [see Tikhonov and Samarskii (1963), Vladimirov
(1971)], i.e., satisfies the far-field boundary condition at infinity that is
appropriate for every particular type of operator (2), i.e., Yukawa,
Laplace, or Helmholtz. As such, we can use formula (5) and obtain

4 o

The integral on the right-hand side of (11) reconstructs the original func-
tion u(x), i.e., it coincides with v(x) for x € Q and with w(x) for x € 2,.
This integral is called the surface potential, and it has two components—a
single-layer potential and a double-layer potential. Hereafter, we will, for
simplicity, refer to the vector function ([g—z] r» [u])T on the interface I" as
to the density of the potential. We reiterate, however, that the actual density
of the potential is a singular distribution [%] o) +a% ([u] 6(I")) with the
support on I, which, by its nature, is a right-hand side to the differential
equation that we study.

We see that the density of the potential is fully determined by the dis-
continuity of the function u of (6) itself and its normal derivative. This is a
key consideration in our analysis, namely that the behavior of a piece-wise
smooth solution to the homogeneous equation is completely controlled by the
location and type of discontinuities that it has. A similar consideration will
be employed in Sec. 3, when discussing the discrete formulation. We also
notice that when w(x) =0, x € 2,, then formula (11) reduces to the stan-
dard Green’s formula that recovers the solution u of the homogeneous
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equation Lu =0 on the domain Q through its values on the boundary I.
Reciprocally, if v(x) =0, x € 2, then (11) becomes the Green’s formula for
the complementary domain ;.

From the definition of the potential (11) one can see that changing the
function w(x) on the domain £, does not change the values of the potential
on the domain Q. As such, the following natural question arises: Given a
fixed function v(x), Lv =0, x € Q, describe all its possible representations
on Q in the form of the potential

0
o= <é"(x—Y) SN -6 (X—y)>day 12

where &, and &, are scalar densities defined on the boundary I". The answer
is given by

Proposition 2.1. Surface integral (12) coincides with the given func-
tion v(x), Lv =0, on the domain , if and only if {, =2 —2 and &, =w—v
on I', where w(x) is some solution to the equation Lw 0 that is defined
on Q, and satisfies the appropriate far-field boundary condition.

In other words, by considering the entire variety of appropriate
auxiliary functions w(x), x € ,, we obtain all possible representations of
the given v(x), x € £, in the form of the potential (12).

Proof. One implication has already been established, namely, we have
constructed the potential (11) so that it reconstructs the given v for any w,
Lw=0 on Q,. Conversely, assume that v is represented by formula (12)
on Q. We need to show that there is a function w that solves equation
Lw =0 on Q,, satisfies the far-field boundary condition, and such that &,
and &, will be discontinuities between w and v on the surface I'; more
precisely, & will be discontinuity of the function itself, and &, will be dis-
continuity of the normal derivative. Consider the standard Green’s formula
for v(x), x € 2,

)= L( B(x—Y) oo () +0(y) oo (x— y))

and subtract it from the general representation (12). The result will be
identically equal to zero on 2. On the complementary domain Q,, the
resulting function

g d
w =L <é"(x—)’) <fo(Y)+£ (Y)>—(fl(y)+v(y)) g (X—y)> do, (13)
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satisfies Lw = 0 because the source terms are concentrated only on I". The
far-field boundary condition can again be verified directly for every specific
case (Yukawa, Laplace, Helmholtz) by analyzing the properties of the
integrals, [Tikhonov and Samarskii (1963), Vladimirov (1971)]. Conse-
quently, the foregoing general argument on representing a given function in
the form (5), or more precisely (11), can be applied to the function that is
identically equal to zero on Q and equal to w of (13) on £,, which allows
us to conclude that & +2 =2 and &, +v=won I O

As Proposition 2.1 describes the entire variety of representations for v
in the form of a boundary potential, one can easily identify some important
special cases. For example, we can represent v(x), X € 2, as a single-layer
potential only. To do that, we need to find w(x), x € 2, such that the
overall function u(x) of (6) would have the discontinuity only in its normal
derivative, and not in the function itself. This w(x) will be a solution of the
following external Dirichlet problem:

Lw=0, x € Q,, (14)

WlF:ulr, welU

where the inclusion w € U simply means that w has to satisfy the appropri-
ate far-field boundary condition. Problem (14) is always uniquely solvable
on Q, = R"\ Q. Similarly, v(x), x € 2, can also be represented as a double-
layer potential only. In this case, the function w(x), x € ©,, has to be such
that u(x) given by (6) would have discontinuity only in the function itself,
and not in the derivative. This function w(x) shall solve the following
external Neumann problem:

LW=O, XEQI,
ow Ou 1s)
— | =—= U
all r 5n 1"’ we

We note that the additional necessary solvability condition of zero total
flux through the interface that needs to be imposed for the two-dimen-
sional Laplace equation in problem (15) is satisfied because the boundary
data themselves come from the harmonic function on Q. Of course, besides
the two “polar” cases of a pure single-layer potential and pure double-layer
potential, the function v(x) on Q can be represented as a variety of combi-
nations of the two potentials, see Proposition 2.1. As described in Sec. 4
later, different representations of a given field v in the form of a surface
potential may exhibit different properties in the framework of active
control of sound.
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Let us also note that the argument employed when proving Proposi-
tion 2.1 provides for another useful way of looking at the properties of
surface potentials. Consider an arbitrary pair of functions &, and &, on I”
and introduce &=¢&,0(1) +§n (&,0(I")). Then the potential with the
density £ is given by u = & * £, or by the integral on the right-hand side of
(12). Obviously, it satisfies the equation Lu = £, and one can also show that
ueU. Then, & =[2], and & = [u],. If we now denote v(x) = u(x)|y. 0
and w(x) = u(X) s g, as in (6), then we conclude that for a given £ on I” the
potential & * & renders the decomposition of £ into the part (—%l =0T
that can be extended to £ so that the extension v(x) satisfies Lv =0 on £,
and the remaining part (Z—:ﬂ r»w|r)T that can be extended to ©, so that the
extension w(x) satisfies Lw =0 on Q,. In the framework of the Helmholtz
equation the meaning of the field v is the incoming wave with respect to the
domain Q, because Lv =0 on 2, and as such v can be attributed to some
(unknown) sources outside £, i.e., on Q,. Reciprocally, w shall be under-
stood as the outgoing wave with respect to 2. We therefore can say that for
a given &|, that consists of the traces of both incoming and outgoing
waves, the potential & * £ automatically reconstructs only the incoming
part of the field on the domain Q and only the outgoing part of the field on
the domain Q,. This capability is important for active noise control, as
explained in Sec. 4.

To conclude this section we should only notice that the case of a
bounded domain D can be analyzed similarly. Instead of the fundamen-
tal solution & we will need to use the Green’s function ¥ that satisfies the
specific far-field boundary condition on 0D (for example, the zero
Dirichlet boundary condition). The Green’s function is a function of two
(n-dimensional) variables x and y, ¥ = 4(x, y); it is defined as

4(x,y) =—E(x—y)+A(x,Y), VyeD:¥9(x,y)eU (16)

where Vy € D : L, A(x, y) =0, x € D. In other words, the Green’s function is
obtained by adding to —&(x—y) another function A(x, y), which is a solu-
tion to the homogeneous equation with respect to the variable x on D, and
such that the sum satisfies the boundary condition on 0D with respect to x
for any y. When one uses the Green’s function, the expressions for surface
potentials in the form of boundary integrals remain the same as before with
only —&(x—y) replaced by 4(x, y); and the result of Proposition 2.1 also
holds. Of course, in this case one needs to remember that every time a
function w on Q, is considered that satisfies the far-field boundary condi-
tion, this boundary condition is a boundary condition at 0D rather than at
infinity. As far as uniqueness of the solution for problems (14) and (15) in
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the new space U, it follows from the maximum principle for the Yukawa
and Laplace equations, and for the Helmholtz equation we need to assume
that the complementary domain £2, is not resonant.

The use of the Green’s function ¢ of (16) as an alternative to the fun-
damental solution & allows one to take into account specific boundary
conditions on 0D, in case this is important. As concerns the representation
of v(x) on £ in the form of a surface potential, replacing & by ¢ does not
change the results in any respect. Consequently, one can use a specific
Green’s function instead of the fundamental solution not only when it is
necessary, but also when it is convenient. In particular, in the following
Sec. 3, when discussing the discrete formulation, we adopt the framework
of a finite domain D with the zero Dirichlet boundary condition on its
boundary 0D.

3. SURFACE POTENTIALS OF FINITE-DIFFERENCE OPERATORS

Let us introduce a discrete grid N on the domain D. For simplicity we
can assume that D is a large rectangle aligned with the Cartesian coordi-
nate directions, and N is a regular square-cell grid with the size 4. We will
denote by u®, v™®, etc., the discrete functions on the grid N. Having con-
structed the grid and defined the grid functions, we discretize the differen-
tial operator L of (2) and denote its discrete counterpart by L®. In this
paper, we use finite differences to construct discretizations, and consider
only second-order finite-difference operators. The simplest of the latter
involves standard central differences for the Laplacian, and in the two-
dimensional case is built on the symmetric five-node stencil:

u®

h) (h (h) (h)
Lty = ,+1,j+u( +u® 4y —4u!
i,j

i—1,j i,j+1 i,j—1 ij (h)
5 +cu;) a7

We emphasize that in general we can consider more complex grids and
domains, as well as more sophisticated discretizations. However, for the
purpose of demonstrating the concept, hereafter we rather adhere to the
most straightforward constructions, namely, a uniform Cartesian grid on
the rectangle D, and the central-difference discretization (17). Moreover,
we should emphasize that one of the overall key benefits from using the
general apparatus of difference potentials [ Ryaben’kii (1971), Ryaben’kii
(1987), Ryaben’kii (2002), Ryaben’kii (1985)], and in particular the appa-
ratus that we develop in the current paper, is the capability of readily
dealing with complex geometries on regular grids. As such, the discrete
formulations that we analyze in this section should not be regarded as
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model examples only, but rather as an outline of the direct finite-difference
approach to analyzing the applied problems (see Sec. 4 for more detail).

Similarly to the continuous case, the operator L® needs to be
supplemented by the far-field boundary condition on 0D. It is natural to
assume that the outermost collection of nodes of the grid N belongs to the
rectangular perimeter 0D. Then, it is easy, for example, to impose a zero
Dirichlet boundary condition. If we choose a generic notation n for the
nodes of the grid N (#, in fact, is a pair of indexes (i, j)), then we simply
say that

ul’ =0  forall ne{NnoJD} (18)

In general, we define the space of grid functions U™ as all those and only
those functions on N that satisfy the discrete boundary condition on 0D
that we have selected.

Besides the grid N and the space of functions U™ defined on it, we
will also need to introduce the grid, on which the residuals of the operator
L® of (17) are defined. Subsequently, the discrete right-hand sides of the
inhomogeneous finite-difference equation will be considered on this grid.
We will call this new grid M, and the generic notation for its nodes will be
m (m is also a pair of indexes). The structure of the stencil of L®, see (17),
implies that m € M if and only if 3n € N: n ¢ 0D and m = n. In other words,
for our simple formulation the grid M can be obtained from N by throwing
away the outermost nodes of N that belong to dD. We assume that for any
discrete right-hand side f® = f® meM, the inhomogeneous finite-
difference equation L®u® = f® is uyniquely solvable in the class U®. If
the class U™ is defined by the zero Dirichlet boundary condition (18) (this
case is our primary example), then the unique solvability for the Yukawa
and Laplace equations follows from the maximum principle. As for the
Helmholtz equation, we need to additionally assume that the domain is not
resonant, as we did in the continuous case. The aforementioned unique
solvability allows us to introduce the inverse operator to L®. We will
denote it G® so that for a given discrete right-hand side f® = f% me M,
the solution U® 3 u™ = u®, ne N, of the finite-difference boundary-value
problem on N is given by u® =G®f®_ The operator G® is a finite-
difference analogue of the convolution with the Green’s function ¥
described in Sec. 2.

Let us now introduce a special notation for the stencil of the difference
operator L® of (17). For m = (i, j) the stencil N, centered at me M
consists of the following five nodes of the grid N: N,, = {(i, j), (i+1, j),
(i—1,j), (i,j+1), (i,j—1)}. Next, in accordance with the partition of
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Fig. 1. Schematic geometry of the domains and the grid boundary: hollow bullets—y™, solid
bullets—y~.

domain D into 2 and its complement ,, we define the corresponding
subsets of the previously constructed grids:

Mt=MnQ, M- =M\M+*=Mn Q,,

Nt = L{m N, N~ = L{m N,,, (19
y=N*TnN", y+=N‘mS_2, y"=N*nQ

We emphasize, that the grid M that pertains to the right-hand side of
the finite-difference equation is partitioned into M* and M~ directly, i.e.,
following the partition of D. In contradistinction to that, the grid N is not
partitioned directly, we rather consider the collection of all nodes of N
swept by the stencil N,, when its center belongs to M ™, and call this sub-
grid N7, see (19). Obviously, some of the nodes of N* obtained by this
approach happen to be outside Q, i.e., in Q,, and these nodes are called y~.
The sets N~ and y* are defined similarly starting from M~. The key idea is
that whereas the grids M* and M~ do not overlap, the grids N* and N~ do
overlap, and their overlap is denoted y; obviously, y =y* U y~. The subset
of grid nodes y is called the grid boundary, it is a two-layer fringe of nodes’
that is located near the continuous boundary I" and in some sense straddles
it. The geometry of the domains and the grid boundary is schematically
shown in Fig. 1.

Next, we consider a grid function u® = u® e U®

u® —

n

o® for neN*
(20a)

w®  for neN~

* For more elaborate stencils it may be a “thicker”” multi-layer fringe.
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where L®y® =0 on M* and L®w® =0 on M~. Similarly to the continu-
ous case, see (6), the function u® of (20a) is composed of two independent
branches defined on N* and N7, so that each of them solves the homoge-
neous finite-difference equation on the corresponding sub-grid M* or M,
respectively. On the grid boundary y the function u® is defined double-
valued. The notion u® e U™ only means that w® satisfies the far-field
boundary condition that we have chosen, e.g., (18).

Along with considering the function u® of (20a), we will also need
to eliminate the “ambiguity” in its definition on y and introduce #" =
a" eUu®:

~(h)={v" for neN*t\y (20b)

w®h  for neN"\y*

where 5® and w® are again solutions of the homogeneous finite-difference
equation, but considered on smaller grid subsets; namely, L®#® =0 on
M*\y* and L®%® =0 on M~ \y~. The function #® of (20b) is uniquely
defined everywhere. We emphasize though, that formula (20b) defines a
class of functions, which is wider than that defined by (20a). Indeed, every
function u® of (20a) can be reduced to the corresponding #* of (20b)
simply by means of truncation; however, given a function #® of (20b) we
will not necessarily always be able to extend its branches #® and w® from
N*\yp~ and N~ \y™*, respectively, to N* and N~, respectively, so that the
extensions satisfy the homogeneous equation in the same sense as the
branches of u® do. This is easy to see already from the following simple
example. Assume that we have a solution to the homogeneous difference
Laplace equation that we want to extend from N~ \y* to N~. Even if this
particular extension does exist, we cannot, generally speaking, continue
extending it further and further “inwards.” Otherwise, we will eventually
end up with a solution to the homogeneous equation on the entire grid N
that satisfies boundary condition (18). This solution can only be trivial,
because any non-trivial solution of this kind will violate the maximum
principle (uniqueness).

The single-valued function #® of (20b) will be needed mostly for
“technical” purposes, namely, to first apply the finite-difference operator
L®, and then use the inverse operator G, which altogether will allow us
to define grid analogues of continuous surface potentials. As for the func-
tion u® of (20a), its double-valued property on y can be conveniently
termed as ““discontinuity” of the grid function on the grid boundary y. In
this perspective, the function u® of (20a) will allow us to analyze various
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kinds of such discontinuities and accordingly identify different types of
discrete surface potentials, in particular, the single-layer potential and the
double-layer potential.

Applying the operator L® of (17) to the grid function #® of (20b), we
generate a right-hand side on the grid. By construction, this right-hand
side may only be concentrated on the grid boundary y. Indeed, consider,
for example, the interior sub-grid M™*. For every me M™* such that
N, Ny~ = &, we obviously have LP7®| =0, because for all such m’s
clearly L®#®| =L®5®|  and #® is a solution of the homogeneous
equation on M*\y*. Consequently, the only nodes m e M™*, for which
L®a®| may differ from zero, are those that satisfy N, ny~ # ¢J. By
construction of the grid sets (see Fig. 1), these are the nodes y*. Recipro-
cally, the only nodes m € M~, for which L®7#® |, may differ from zero, are
those that satisfy N,, n y* # F, and these are the nodes y~. Altogether, we
can write

L®g® = f®  where VmeM\y: [P, =0 21

Next, applying the inverse operator G® to the grid right-hand side
¥ of (21), we obviously restore the original function #*” on N (due to the
aforementioned unique solvability of the discrete problem):

a® = GWf® (22)

We will call the representation of #® in the form (22), where the source
term f® is concentrated only on the grid boundary y, the discrete surface
potential with the density /. Similarly to the continuous case, see formula
(11) and subsequent discussion, the density of the potential by its nature is
the right-hand side to the equation.

Now in the discrete framework, we are ready to formulate a question
similar to that previously addressed by Proposition 2.1 in the continuous
case. Namely, for a given function #® on N*\y~, L®3® =0 on M*\y*,
describe all its possible representations in the form (22), where again, the
source terms may only differ from zero on the gird boundary y. The answer
to this question is given by the following

Proposition 3.1. Expression (22), where supp /" =y, coincides with
the given function #®, L®3® =0, on the grid N*\y~, if and only if
fP =L%3%, where the function #® is composed of * and w® according
to the definition (20b). In so doing, w® should be a grid function on
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N~\y* that satisfies the equation L®#%® =0 on M~ \y~ and the selected
far-field boundary condition, e.g., (18).

Proof. One implication has already been shown, namely that for
any given 5 and arbitrary w®, the potential (22) with the density f"
obtained through (21) will reconstruct the original #® on N*\y~. Conver—
sely, assume that there is f{” on M such that f” =0 on M\y, and
GPf P +\,- =®. Consider

a —

n

{55,") for neN*\y~ 23)

0 for neN"\y*

and define g = L®4®; clearly, g =0 on M\ y. Let 5" = G®( P —g®).
Because of (23), we have w(”)|N+\ - =0. Moreover, L%® =0 on M~ \y

since both " and g may only differ from zero on y. Finally, " satis-
fies the far-field boundary condition by construction. If we now assemble
@ of #® and W™ according to (20b), then it is easy to see that #® = 4®
+w® on the entire N. Consequently, L®7" = L®3® + LOPG"( f® — (h))
— (h)+f(h) (h) _f(h)

gy Y

From Proposition 3.1 we can conclude that by varying the auxiliary
function w® on N~ \y* we obtain all possible representations of the given
#® on N*\y~ in the form (22), where supp /¢ =y.

Let us now return to the more narrow class of functions ™ defined by
(20a); these functions are double-valued on y. First of all, using Proposi-
tion 3.1 we can easily see that for a given function v defined on N* such
that L®v® =0 on M*, its truncated counterpart v |y+,,- can be repre-
sented as a discrete surface potential (22) with the density f{” concentrated
on y, and all such representations are parameterized by the function w®
defined on N~ \y*. Formally, we can say that the entire v on N* is
represented as a discrete surface potential; for that, we only need to sup-
plement G®f | +,- with the values v®|,-, which are known. Next, we
recall that w® of (20a) is, in fact, defined on N~. This will allow us to
analyze the structure of the right-hand side /¢ of (21), i.e., the density of
the potential.

Consider a fragment of the grid boundary schematically shown on
Fig. 2 and take an arbitrary node, say, node b. If now, as before, we denote
the truncated functions: 5% = v®|+,,- and w® = w®|y-\,+, and have 7"

defined according to (20b), then on N* we can represent #” in the form

a® e = v @]+ +w®—p®)] -



174 Tsynkov

Fig. 2. Schematic for a fragment of the grid boundary: hollow bullets—y™, solid bullets—y~.

and, since be y*t =M™, and a ey~ and c € y, obtain

Q] (h) (h) (B
w, —70 w,” —0
h h)~(h h),,(h a a c c
Sy =100, = LO®], = e
0

w® _y® )y ® w® _y® )y
= h2 - h2 + h2 - h2 (24)

Similarly, for the neighboring node ¢ we have
0 w =i w® —wi? 1 Twd—v w —w o5
fy |c =- hz - h2 - hZ - h2 ( )

From formulae (24) and (25) we first conclude, that for every given node
from yp, the value of £ at this node gets contributions from those and
only those neighboring nodes that are on the other side of the continuous
interface I". More precisely, if mey*, then the value of f{"|, will be
affected by the values of v® and w™® at those and only those nodes of y~,
for which N,, ny~ # J, as well as by v®|,, itself. Reciprocally, if m ey,
then the value of f{”|, will be affected by the values of w® and v at
those and only those nodes of y*, for which N,, ny* # &, as well as by
w®|,, itself. In other words, the inhomogeneity is generated when the finite-
difference stencil spans across two different solutions of the homogeneous
equation. It is generated only on y because everywhere else on the grid the
stencil only applies to one branch of #®, i.e., either #® or w®, and does
not touch the other one. In this sense, it will be convenient to say that the
discrete function #® of (20b) is “discontinuous” on the grid boundary y.
And the double-valued property of its parent function ™ on y (see (20a))
will, in fact, help us identify different types of such discontinuities.
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To do that let us first consider the segment of the grid line between the
nodes b and ¢, see Fig. 2. Analyzing the formulae (24) and (25), one can see
that this segment contributes both to the value of f §") |, and to that of
.. Indeed, the contribution of the segment [b, ¢] to f{"], is

W _p B _ 0
N O e 26)

and the contribution of the segment [b, ¢] to f{"], is

W® _p® )
I e e @)

To obtain the full value of f{”|, one obviously needs to add up the con-
tributions from all segments that originate in b and intersect I, i.e.,
FPl =P (b, D)+ 1Py ([b, al). Similarly, the full value of f{|,
is given by all segments that originate in ¢ and intersect I, i..,
FPL=fPL b cD)+fP|. ([d, c]), and the same is, of course, true for
every node from p. This is just another way of expressing the fact that for a
given node in p, the value of f 5”) is affected by the neighboring nodes on
the other side of the interface. Alternatively, one can say that all those and
only those grid segments that have one endpoint in p* and the other one in
y~ contribute toward the values of the right-hand side (.

For a given grid segment of the foregoing type (i.e., with one endpoint
in y* and the other one in y~), say, segment [b, ¢], it may happen, in par-
ticular, that £\ |, ([b, c]) =—f"|, ([b, c]). Formulae (26) and (27) show
that a necessary and sufficient condition for this is given by the equality

p® _p® @ 0

v _ 1 i
SV = e =TT = S VE(w) (28)

In other words, if we have a grid segment with the endpoints on different
sides of I', and if we want the contributions of this segment toward the
values of ¢’ at both endpoints be equal in magnitude and opposite in
sign, then we have to require that the difference quotients V{’(v) and

V¥ (w) of the original functions v® and w® along this segment be equal,
V() = VP (w) =V, see formula (28). In this case, it is natural to asso-
ciate a discrete dipole with the moment g¢,,:

(h) (h)

_Ub

e =h-Lf3" 1. ([b, D= f3"1, ([b, cD1=~2 [ 7

vg?] (29)
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with this segment [ b, c¢]. For the particular example that we have analyzed,
the dipole g,. of (29) is aligned with the Cartesian direction x, see Fig. 2.
Obviously, a dipole aligned with the direction y can be constructed
similarly.

Assume now that for every segment with endpoints in p* and y~ the
corresponding difference quotients of v® and w® are equal. In other
words,

V(n,,ny) such thatn, e y*,myey NN,

(h) o™ " _ 1y ®)

vy —v,) W —wy 1
(=2t e W o Sy () (30)

l v®

nny

Then, we can associate a pure discrete dipole with every such segment
[n, n]:

® ® Wiy =y h
o = L1l (g D= f P (O] =2 22w, |
(3D
where V() =V® (v) =V (w). Moreover, in this case we can formally

restore the actual nodal values of f{” from the dipole moments using the
formulae

1
an € 7+ :f;h) |n1 = Z _ﬂ'qnlnzs

nzeyfr\N,,l (32)
1
ey i fPl= L 2

n ey+ la) N,,2

Thus, we can give the following

Definition 3.1. If the functions v™® and w® of (20a) satisfy boundary
conditions (30), while the function #” of (20b) is obtained simply from
the truncated components: 5% = v®|y+\,- and W® =w®|-,+, then the
corresponding f{" of (21) is called the density of the discrete double-layer
potential, and expression (22) defines the discrete double-layer potential
itself.

As we have seen, once the boundary conditions (30) hold we can
equivalently re-define the density of the discrete double-layer potential
through a collection of dipoles g,,,, on the grid boundary . These dipoles
(31) are associated with the grid segments that have one endpoint in y* and
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the other one in y~. In contradistinction to the continuous case of Sec. 2, in
which the orientation of the dipole layer was normal to the boundary I,
here we work on a particular structured grid, and the discrete dipoles are
aligned with the grid-specific coordinate directions (Cartesian in this case).
The point-wise values of the potential density can be reconstructed from
the dipole moments using formulae (32). Let us also note that hereafter it is
important to maintain that n; € y* is the interior endpoint, and n, € y~ is
the exterior endpoint of a given segment [n,, n,]; this way one can easily
verify that all the difference quotients that we are considering, see formulae
(30)-(32), will always be taken with the correct sign, no matter whether it is
actually a forward difference or a backward difference in every particular
instance.

Definition 3.2 is a natural finite-difference analogue to the notion of
the continuous double-layer potential introduced in Sec. 2. Indeed, a pure
continuous double-layer potential is defined by the discontinuity [«], in
the function itself, and not in its derivative. Accordingly, boundary condi-
tions (30) that Definition 3.2 hinges upon essentially say that there is no
derivative-type discontinuity in the grid function ™ on the grid boundary
y because the first difference quotients on all segments from y are equal
from both sides. On the other hand, conditions (30) do allow, generally
speaking, for a discontinuity of the function itself, which may generate a
non-trivial density of the potential in this case.

Lemma 3.2. Any v" defined on N* such that L®»® =0 on M*,
where L™ is the operator of (17) with ¢ <0, i.e., either Yukawa or Laplace
operator, can be represented in the form of a discrete double-layer potential.

Proof. What we essentially need to show is that for any v® that
meets the requirements of the lemma, there will always be a function w®
on N~ that solves the homogeneous equation L®w® =0 on M-, and
satisfies the far-field boundary condition (18) and boundary conditions (30)
on y. The problem of finding the appropriate function w® on N~ can be
called a discrete exterior problem of Neumann’s type, because boundary
conditions (30) are formulated for the first difference quotients. In this
sense, this problem is analogous to the continuous problem (15) that needs
to be solved in order to represent a continuous v(x) on £ in the form of a
double-layer potential.

To show that the discrete problem for w® on N~ is always uniquely
solvable, we will consider the corresponding homogeneous problem

L®w® =0 on M-,
(33)
V(ny, ny), ney, ney AN, : wi) _Wg:) =0

ny
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and prove that its only solution is trivial. First of all, it is easy to see that
the number of equations and the number of unknowns in problem (33) are
the same; they are equal to the number of nodes of the grid M~. Next, to
show that the system is non-singular, we are going to employ an argument
based on the maximum principle. Assume that there is a non-trivial solu-
tion w® to problem (33) on the grid N~ and denote w® = w®| -\ +. The
truncated function Ww® can reach neither its positive maximum nor its
negative minimum at any interior point of the grid, on which it is defined,
i.e., at any node from M~\y~. We will prove the case of a positive
maximum, the other case can be analyzed similarly. Take some m € M~ \y~
such that Ine N, \ {m}: w®|, <w®|,. Obviously, if no such m exists,
then the value of the function Ww® is constant on the entire grid, and
because of the far-field boundary condition (18) this constant is equal to
zero. On the other hand, having found such a node m e M~ \ y~ with posi-
tive maximum, we apply the operator L™ to the function W™ at this node
and immediately see that the result can only be negative, L®%w®| <0,
which contradicts one of our previous assumptions, see (33). Consequently,
w® may only reach its positive maximum on the boundary y~, and more-
over, if W® = const, and m € y~ is one of the boundary nodes at which the
maximum is reached, then Vne N,, n {M~\y~} is has to be w®|, <w®|,,.
(Otherwise, it will be an interior node with the maximum value.) Calculat-
ing the value of L®%®|, we obtain zero contributions from all those seg-
ments of the stencil N,, that have the other endpoint (besides m itself) in y*
because of the boundary condition on y in (33); we may obtain zero or
negative contributions from all those segments (if any) that have the other
endpoint in y~ because W% is a maximum; and the contributions from
all the segments with the other endpoint in M~ \y~ will be negative. As
such we again arrive at a contradiction: L®%w®| <0, which proves the
lemma. |

To prove the result similar to that of Lemma 3.3 for the Helmholtz
equation, one actually needs to assume that the corresponding exterior
Neumann-type problem is solvable (i.e., that there are no resonances of the
complementary domain); then, the justification is straightforward.

Let us now return to formulae (26), (27) and assume that condition
(28) does not hold. This means that we will not be able to associate a pure
discrete dipole with the grid segment [b, ¢], because we will no longer have
the property f"|. ([, c]) =— "], ([b, c]). Instead, we can write

h? h?
=—f"1, ([b, cD+pl. ([, c]) 34

wgh) _ wgh) vgh) _ Ugh) :|

SO (b, D) =— P, ([b, c1)+[ -
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The term p|, ([b, ¢]) in (34) accounts for the discrepancy between the first
difference quotients of the functions w® and v® along the grid segment
[b, c]. This is analogous to the discontinuity of the first derivative (with
respect to x, see Fig. 2) in the continuous case. Recall, in the continuous
framework (see Sec. 2) the discontinuity in the function [u], gave rise to
the double layer, whereas the discontinuity in the derivative [%]  gave rise
to the single layer. Similarly in the discrete case, we can still associate a
dipole g, =—2h- f"|, ([b, c]) with the segment [b, c] (cf. Eq. (29)), but
because (28) does not hold we will need to compensate for the discrepancy
by adding the monopole term p|,. ([b, c]) so that

1

1
f;h) lo ([b, c]) =— Eqbc

E e and fgh) |c ([ba C]) =

+pl. ([b,cD
(€8)

These considerations easily generalize to the entire grid boundary vy.
Namely, for every pair of nodes (#,, n,) such that n, e p* andn, ey N N,,
i.e., for every grid segment with the endpoints on different sides of I", we
can introduce a discrete dipole with the moment (cf. Eq. (31))

) _

9nim, = —2h- [f;h) |n1 ([nla nZ])] =-—2 [MTM_VEI}:LZ(U) i| (36)
and a discrete monopole with the intensity
1
Pr([m,m 1) =+ [Vi () =V, (0)] (37

The reconstruction formulae that generalize (35) then become (cf. formulae

(32)):

1
an €y+3f§;h) |n1 = Z _E'qnlnza
nzeyan,,l
1
ey fPl= T |yt tmnmd| 69

ny ey+ la) N,12

We call the terms p,, of the type (37) grid monopoles because they are due
to “discontinuity” of the discrete derivative, i.e., discrepancy between the
first difference quotients of v® and w® from the two sides of I, and they
contribute toward the value of /" only at one node of each respective pair
(ny, ny), see (38). We must mention though that the latter decision, namely,
to attribute the monopole sources from each appropriate grid segment only
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to the corresponding exterior endpoint (i.e., the endpoint n, € y7), is, of
course, arbitrary. Instead, we could have attributed the necessary mono-
pole correction (see formulae (34) and (35)) to the interior endpoint only
(i.e., to n, € y*), or distributed it in any proportion between the two end-
points n, and n,. Even though formally there is no clear advantage of
introducing monopoles on the discrete level either way, we will later find
(see the discussion following the proof of Lemma 3.5) that having the
monopoles introduced the way we did it, i.e., only on y~, makes the repre-
sentation of a given v on N* in the form of a discrete single-layer potential
most convenient.
Next, consider a special kind of w®, namely, such that
Vn, ey :wd =0l (39)

n

It is easy to see from (37) that ¢, ,, =0, i.e., there will be no dipole contri-
bution to the overall density of the potential in this case. The only remain-
ing contribution will be monopole, and one can rewrite (38) using (37) and
(39) so that

Y eyt: fiP, =0,
1
Vmey  fPl,=—7 X Vi (W) +cwy)

n3 e{Nf\;ﬁ}r\N,,2

1
- X ViL=p,
ny e y+ n N,,2

To obtain the the expression for "], in (40), we have used the fact that
Vmep~: LOw®| =0, which allowed us to equivalently replace the differ-
ence quotients of w® from (38) by the corresponding terms in (40). At the
same time, this expression is, of course, an explicit formula for the applica-
tion of the operator L™ of (17) to the combined function #® of (20b). This
formula obviously does not contain w(?, because # is obtained from u®*
by truncation, as before. There is, however, a difference compared to the
previously analyzed dipole case. Previously, to obtain the expressions for
dipole moments (31) we did need the boundary condition (30) that still
involved w, even though f” did not depend on w{? in any event. Now,
the boundary condition (39), which leads to monopoles p,,, n, € y~, see
(40), does not contain the values w'? at all. As such, we can consider w®
only on N~ \y* throughout the entire argument, when we summarize the
construction of discrete monopoles in the following

(40)

Definition 3.2. If the function v® is defined on N* so that L®y® =0
on M*, ®=v®|+,-, and w®=%w" is defined on N~\y* so that
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L®w® =0 on M~\y~, and if boundary conditions (40) hold, then the
corresponding f° 5") of (21) is called the density of the discrete single-layer
potential, and expression (22) defines the discrete single-layer potential
itself.

Definition 3.2 is a natural finite-difference analogue to the definition
of the continuous single-layer potential introduced in Sec. 2. Indeed, a pure
continuous single-layer potential is defined by the discontinuity in the
derivative of the function [2],, but not in the function itself. Accordingly,
formula (37) shows that the discrete monopole-type sources are driven by
the discrepancies in the first difference quotients of the grid functions v®
and w® on different sides of the interface. Moreover, boundary condition
(39) that Definition 3.2 hinges upon is essentially a discrete Dirichlet
boundary condition for the function w®. It says that there is no disconti-
nuity in the function itself in this case, whereas the discontinuity in the
derivative (more precisely, first difference quotients) is, generally speaking,
allowed, and it drives the non-trivial potential density. Finally, the term
“grid monopoles” is characteristic because the sources p, of (40) are
concentrated only on y~, i.e., only on one layer of the grid boundary y.

Lemma 3.3. Any v® defined on N* such that L®y® =0 on M,
where L® is the operator of (17) with ¢ <0, i.e, either Yukawa or Laplace
operator, can be represented in the form of a discrete single-layer potential.

Proof. What we essentially need to show is that for any v® that
meets the requirements of the lemma, there will always be a function w®
on N~ \y* that solves the homogeneous equation L®w® =0 on M~\y~,
and satisfies the far-field boundary condition (18) and boundary conditions
(39) on y~. The problem of finding the appropriate function w® on N~ \ y*
can be classified as a discrete exterior problem of the Dirichlet type,
because boundary conditions (39) prescribe the actual values of the discrete
function w® on the boundary y~. In this sense, this problem is analogous
to the continuous problem (14) that needs to be solved in order to
represent a continuous v(x) on £2 in the form of a single-layer potential.

For the proof, we again employ the maximum principle, as we did
when proving Lemma 3.2. In this case, though, the argument is completely
straightforward. The corresponding homogeneous problem

LOow®=0 on M~ \y,

Vn,ey :w® =0
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obviously has as many equations as it has unknowns, and its only solution
is trivial, because otherwise we would have had an interior-node positive
maximum or negative minimum, which is not possible. |

Similarly to the previously analyzed double-layer case, for the Helmholtz
equation the solvability of the foregoing discrete exterior Dirichlet problem
for w® on N~ \y* needs to be assumed (this, again, means that the com-
plementary domain is not resonant). In this case we can claim that a given
v™® on N* can be represented as a discrete single-layer potential.

Let us also emphasize that because we defined the discrete single layer
so that the monopole sources are concentrated only on y~, the correspond-
ing potential (22) with the density f 5") of (40) automatically reconstructs
the function v® on the entire grid N* so that L®v® = 0 on all of the M *.
As we will see in Sec. 4, this makes the discrete single layer a borderline
case of discrete volumetric controls that are derived for noise cancellation
in the finite-difference framework. In contradistinction to that, previously
(in the case of a double layer, as well as in all composition cases) the
discrete surface potential would only reconstruct #” on N*\y~, and the
values v®|; will have to be complemented afterwards.

To summarize, we have constructed discrete analogues of the contin-
uous surface potentials for second-order operators. Similarly to the con-
tinuous case, the discrete potentials can be classified by the type of “dis-
continuity” of the grid function on the interface. The discrete potentials are
driven by the densities that can be represented as combinations of grid
monopoles and dipoles. Again, similarly to the continuous case, a given
solution of the homogeneous finite-difference equation on the domain can
be represented as a discrete surface potential in a variety of forms, includ-
ing a pure single-layer potential, a pure double-layer potential, as well as
combinations of the two, see formulae (38). For the Helmholtz equation,
the aforementioned key result on representation of a given solution as
either a single-layer potential or a double-layer potential requires that the
complementary domain be non-resonant. It is obvious, however, that
resonances can always be avoided by changing the geometry of the com-
plementary domain only.

4. DISCUSSION ON POSSIBLE APPLICATIONS

Assume that we have a given field v generated by some unknown
sources located on £,, and we want to eliminate it on Q by active means,
i.e., by adding the new source terms to the right-hand side of the overall
governing equation so that their influence on 2 will be exactly —v. As an
important physical application in this context, one may think of active
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control of monochromatic sound described by the Helmholtz equation. In
this case, the waves generated by sources on Q; should be treated as
incoming with respect to the domain £ (this field solves the homogeneous
Helmholtz equation on £), and the purpose of introducing the active
control system is to cancel these waves out. A general solution to the noise
control problem in terms of volumetric, rather than surface, control
sources has been constructed in [ Loncari¢ et al. (2001)]. It is given by

Sl =—Lw |91 (41)

where w is an auxiliary function that is supposed to satisfy only some rela-
tively “loose” requirements, namely, w e U and w|r = v|r, 2 | =2 |, here
v is the field that we want to control. The justification for formula (41) is
rather straightforward. The field v to be controlled on £ can be annihilated
by the surface potential with the density — (2 |, v|;)", or —(Z |, wlr)7,
which is the same. The latter can be equivalently rewritten on € (using
Green’s formula) as a volume potential with the density given by (41):

—w+£2 GLw dy=—jD GLw dy+L2 GLw dy

= [, Gwdy=| 9f S dy “2)

One can also show that by considering the entire variety of auxiliary func-
tions w that satisfy the aforementioned requirements, we obtain all those
and only those volumetric control sources that identically cancel the
unwanted noise v on the domain 2. Moreover, the actual signal v that is
needed to define the auxiliary function w (through the boundary values 2 wlr
and v|;) may, in fact, be “contaminated” in the sense that it may contam
the component generated by the sources inside Q (if any). This component
is obviously a solution to the homogeneous equation on £,, and shall be
treated as an outgoing wave with respect to the domain Q. In the frame-
work of [Loncari¢ et al. (2001)], we rather consider the sound generated
inside Q as friendly, i.e., we do not want our control sources to have any
effect on it. It turns out that in the presence of interior sound the formula
(41) for controls does not change at all, even though the actual boundary
values for w do change. The reason is that the output of controls f{%
given by (41) on Q is the same as the surface potential with the density
—(g—:| r»w|r)?, see (42); and the latter, as we know from the analysis of
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Sec. 2, reconstructs on 2 only the incoming portion of the overall wave
field, while being completely insensitive (on £2) to any outgoing component
that may be present in the boundary data.

In much the same spirit as the foregoing description of volumetric
controls [see [ Loncari¢ et al. (2001)] for detail ], Proposition 2.1 of Sec. 2
describes the entire variety of surface controls that cancel a given field on
the domain Q. In this sense, the considerations of Sec. 2 complement those
of [Loncari¢ et al. (2001)]. Obviously, the monopole and dipole surface
sources described in Proposition 2.1 have to be taken with the minus sign
for the purpose of eliminating a given field v(x), x € Q. Namely,

) [aw ov

St ==| 5 ](F)——([w—v]r oI @3

where w = w(x) is an auxiliary function, x € 2,, w € U, Lw = 0. Similarly to
formula (41), the set of all appropriate surface controls, see (43), is param-
eterized by considering the entire variety of auxiliary functions w on ;.
Moreover, by its very construction the surface potential on € is insensitive
to any field from the interior sources. In other words, if the actual outgoing
waves are present, they can be considered an addition to the function-
parameter w, which has the meaning of an outgoing wave in any event.

In [Loncari¢ and Tsynkov (2002a), Loncari¢ and Tsynkov (2002b)]
we study different optimization formulations and strategies for the control
sources (41) and (43). We emphasize that any control source from this class
guarantees the identical cancellation of unwanted noise on the domain Q.
Therefore, unlike in many approximate formulations [see. e.g., Nelson and
Elliot (1999)], in which the extent of noise reduction is a key optimization
criterion, in the current exact formulation it will not be a part of the func-
tion of merit. As such, we are rather looking at the criteria that are based
primarily on the control sources themselves. For example, we have found
that the purely monopole surface controls from the class (43) obtained
with w of (14) appear globally optimal (i.e., among both surface (43) and
volumetric (41) controls) from the standpoint of minimizing the overall
absolute acoustic source strength, i.e., integral amplitude of the volume
velocity [see Nelson and Elliot (1999) for the definition], of all sources.
Mathematically, this translates to optimization in the sense of L,. At the
same time, this surface monopole solution appears to radiate zero acoustic
power [again, see Nelson and Elliot (1999) for the definition]. There are
other types of surface control sources that radiate no power. For example,
the sources (43) that correspond to w=0 radiate no power and also
produce no reflection of the incoming wave to the domain €,. The latter
circumstance, which is rather obvious in the framework of the analysis of
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this paper, has also been mentioned in [ Nelson and Elliot (1999)]. On the
other hand, the purely dipole surface controls (43) obtained with w of (15)
are known to reflect all of the incoming wave back to the domain Q,, see
[Nelson and Elliot (1999)]. Among other combinations of type (43) one
can, in fact, find those that would actually absorb the power of the incom-
ing wave, i.e., be “beneficial” from the standpoint of energy.® Moreover,
the extent of this power absorption can basically be made as large as one
would want. This statement, which may look counterintuitive at a first
glance, does not, of course, contradict the energy conservation. The expla-
nation is that the field from the control sources (43) actually “loads” [see
Nelson and Elliot (1999)] the original sources of sound located on Q,, i.e.,
make them “push harder” against the medium and as such produce more
energy, which is then partially consumed by the control system.

In practice, of course, no control system can be designed using genuine
continuous elements, as required by the previous analysis, e.g., continuous
excitation (43) along the perimeter of the protected region. Actual technical
devices, i.e., loudspeakers, that one will need in order to build such a
system, have finite (often, small) size and can typically be assigned a point-
wise location in space. As such, it is convenient to consider a discrete
(finite-difference) formulation of the noise control problem from the very
beginning.

As shown in [Ryaben’kii (2002), Part VIII] [see also previous work
Ryaben’kii (1995), Veizman and Ryaben’kii (1997a), Veizman and
Ryaben’kii (1997b), Ryaben’kii (1998)], the general solution for finite-
difference volumetric control sources that cancel out the unwanted noise on
the grid subdomain N* is given by (cf. formula (41))

f(h, vo) _ _ ,(),, () - (44)

control

where w® is an auxiliary function that is defined on N~ and is supposed to
satisfy the selected far-field boundary condition (e.g., (18)) and the follow-
ing boundary condition on y: w®|, =v®]|,, where v is the discrete field
that we want to control. Other than that the function w® is arbitrary and
as such, parameterizes the entire variety of appropriate volumetric control
sources. The justification for formula (44) is based on the theory of gener-
alized difference potentials, see [Ryaben’kii (1987), Ryaben’kii (2002)].
Without elaborating on this issue here, we simply mention that once the
auxiliary function w® meets the aforementioned requirements, the function
G® ftvob will always coincide with —v® on N*, and as such, provide an

control

¢ In the control theory such systems are said to possess the property of passivity, and they are
known to be less likely to misbehave if the operational conditions appear to be out of range.
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ideal cancellation of the unwanted signal. Moreover, similarly to the con-
tinuous case, the actual boundary data v® |, that we need in order to define
w® may actually contain a component due to the interior (i.e., outgoing)
sound, if there are acoustic sources on M*. In this case, formula (44) does
not change, and the resulting control sources will still be sensitive to the
incoming component of the overall field only. This is clear because if we
add to w® any solution of the homogeneous equation defined on N, the
control sources %) of (44) will not be affected.

The discrete single-layer potential with the density (40) turns out to be
a limiting, or borderline, case of the general solution (44). Indeed, let us
define the function w® required by (44) as follows: w®|, =v®| , where
v®], is given, and L®w® =0 on M~ \y~. In other words, w® coincides
with the given data on the grid boundary y and provides a solution to the
homogeneous equation on the rest of the domain. This is obviously equiv-
alent to solving the Dirichlet problem for w® on N~ \y* with boundary
conditions (39), and then complementing w(?? = v??. Having done that, we
will obviously recover from (44) the same single layer as (40), only with the
opposite sign for cancellation.

In contradistinction to that, the discrete double-layer potential with
the density (32), as well as any of the combination type discrete surface
potentials with the density (38), is not a part of the general solution (44). It
rather complements the general solution (44), in much the same way as
surface control sources (43) complemented the volumetric ones (41) in the
continuous framework. The formula for discrete surface controls is
obtained by taking (38) with the opposite sign

1
. fh _
an € y+ . f:onS‘Lll‘l;? |n1 - Z E Gniny»

n2ey7rwN,,l
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where the monopoles and dipoles are defined by (37) and (36), respectively,
and dipoles are assumed not to be identically equal to zero, otherwise (45)
will fall into the category (44). As one can easily conclude from the analysis
of Sec. 3, the discrete surface controls (45) are also insensitive to the out-
going sound; given the actual incoming field v™® that we want to control,
adding an outgoing component will simply alter the function-parameter
w®,

By comparing formulae (44) and (45) one can conclude that from the
standpoint of derivation the key distinction between the volumetric and
surface control sources is rather formal: In (44) we do not allow any



Surface Potentials of Finite-Difference Operators 187

control sources on M™*, whereas in (45) we do allow the control sources on
the interior layer of the grid boundary y* and as such enlarge the overall
family of the appropriate control sources. In practice, however, the benefit
from introducing dipoles on y may be far more profound. It turns out that
in many cases the engineering implementation of monopole sources is more
difficult than that of dipole sources. As such, the discrete dipoles g,,,, may
be introduced into a practical design as actual dipoles (oscillating double-
sided membranes) located, e.g., at the centerpoints of the corresponding
segments.

Following the continuous case, we have also considered in [Loncari¢
and Tsynkov (2002a), Loncari¢ and Tsynkov (2002b)] several optimization
formulations for the discrete control sources. Clearly, the type of optimi-
zation problem that most easily lends itself to the numerical solution is
minimization of the L, norm of the control sources (44). However, this
optimization criterion lacks clear physical interpretation. As such, other
criteria need to be employed. For example, similarly to the continuous case
we have found that the pure single layer on y~ appears globally optimal
(among all solutions (44)) in the sense of L,, which corresponds to mini-
mizing the overall absolute acoustic strength of all sources. We have also
found that the surface control sources (45) obtained for w® = 0 possess the
nonreflecting property, i.e., they cancel out the unwanted noise on the pro-
tected region and at the same time do not alter the acoustic field on the
complementary domain. This property on the discrete level follows imme-
diately from the construction of the surface potential, in much the same
way as it does on the continuous level. For further detail on the optimiza-
tion of control sources for active cancellation of sound we refer the reader
to our forthcoming papers [ Loncari¢ and Tsynkov (2002a), Loncari¢ and
Tsynkov (2002b)].

The last issue that yet remains to be addressed is the connection
between the continuous and discrete formulations of the noise control
problem. In other words, if we design a control system in the finite-differ-
ence framework, i.e., construct a discrete collection of noise-cancelling
devices according to (45), (37), (36), what kind of performance shall we
expect as far as eliminating the unwanted noise continuously throughout
the protected region. First of all, to attempt a construction of the discrete
control system, we need to require some standard properties from the
discretization that we are using. Namely, the grid has to be sufficiently fine
so that to well resolve the waves of the length A =27 /k (recall, the operator
L of (2) for ¢=k> becomes the Helmholtz operator so that equation
Lu= f governs the propagation of waves with the length A=2xr/k).
Moreover, the finite-difference scheme has to be consistent and stable
(discretization (17) obviously satisfies the latter criteria). With these
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requirements met, the general theory of [Ryaben’kii (1987), Ryaben’kii
(2002), Ryaben’kii (1985)] basically says that the discrete potential v®
defined on N* will approximate the continuous potential v(x) defined on
Q, provided that the discrete boundary data vy’) approximate the continu-
ous boundary data (%, v)T in some special sense. Namely, once the contin-
uous function and its first-order normal derivative are known at the
boundary I', normal derivatives of higher orders can be obtained via the
differential equation itself, and the near-boundary values v can be cal-
culated using Taylor’s expansion; the order of accuracy of the latter cal-
culation with respect to 4 has to be at least as high as the order of accuracy
of the interior scheme. In this case, the quality of the approximation, i.e.,
the rate of convergence of the discrete potential with respect to the grid size
h, will be the same as prescribed by the finite-difference scheme itself; this
rate is O(h?) for the particular example (17) that we have considered in
Sec. 3. In other words, when designing an active control system following
the finite-difference approach of Sec. 3, one can expect to have the actual
noise cancellation in the same approximate sense as the solution of the
finite-difference equation approximates the corresponding solution of the
original differential equation.
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